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1. Introduction

Aromaticity is a useful concept in a variety of areas
of chemistry including conjugated polymers, which
is the focus of this review. Although loosely defined,
the term “aromaticity”’ was adopted originally to
summarize the chemical behavior of a group of small
organic compounds. Much of the current refinement
of the concept of aromaticity is due to theoretical
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chemistry as is well-reflected in the recent topical
issue on the subject.? This review adds a further
dimension to the discussion by looking at the conse-
quences of the behavior of molecules at the very large
size limit (N — oo, N is the number of 7-electrons).
Bond length alternation (BLA), defined as the dif-
ference between the long and short carbon—carbon
bonds in a conjugated molecule,

0= Rlong - Rshort 1)

has been considered as one of the phenomenological
measures of aromaticity, with small or zero alterna-
tion indicating aromatic behavior and m-electron
delocalization and larger alternation indicating 7-elec-
tron localization and the absence of aromaticity.? The
second central theme of this review is another
important property of large aromatic systems: their
band gap. Bond alternation and band gap are two
intimately connected properties of many large, ex-
tended conjugated systems. A sheet of graphite
(graphene, 1a) with all its CC bonds being equivalent
is an ideal stable aromatic system in the large N limit
with no alternation and zero band gap. Benzene has
the same zero alternation but a substantial highest
occupied molecular orbital (HOMO)—lowest unoc-
cupied molecular orbital (LUMO) gap. trans-Poly-
acetylene (PA, 1b), on the other hand, contains

AN

1b

1a

somewhat localized alternating shorter and longer
CC bonds. It has been recognized for a long time that
the aromatic, antiaromatic molecules and acyclic
polyenes display subtle variations in bond lengths.*
The concept of bond alternation can be extended from
PA to other systems by using

0= Rlong - Rshort (1’)

where the bars indicate averages. (Note that in this
article, we use 0 to indicate actual or estimated
values of the BLA, while the generalized coordinate
along the alternation will be denoted by q; see, e.g.,
eq 4.) Within Hiickel theory, the highest occupied
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orbital (HOO) to lowest unoccupied orbital (LUO)
gap, E,, of PA is proportional to the bond alternation:*
Eg = E1y0 — Enoo = Cattern " 0 (2)

We use the subscripts LUO and HOO to refer to
both molecular and crystal orbitals (COs), whichever
is appropriate for molecules and polymers, as the case
may be. This description of the energy band gap (E,)
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for a conjugated polymer establishes a deep connec-
tion between the bond alternation parameter and a
fundamental electronic property, placing these two
to the center of discussion in this review. The
relationship between bond alternation and band gap
is more complicated in the general case when het-
eroatoms, fused rings, and interchain links may
obscure the central role that BLA plays in influencing
properties. Section 3.4 is devoted to the related
problem of the aromatic to quinonoid (AQ) valence
tautomerization. Even in the prototypical case of PA,
electron correlation effects complicate the relation-
ship between the structural parameter of bond
alternation and the electronic property of band gap.
Generally, the correlation contribution to the band
gap cannot be separated from the alternation con-
tribution. For a limited type of calculation, a simpli-
fied expression has been derived that includes both
the previous bond alternation term and an electron
correlation term:®

Eg — [(Caltern % 6)2 + (Egorrel)2]0.5 (3)

It is very important from the chemical point of view
that heteroatomic substitutions, the presence of fused
rings, cross-links, and other structural motifs strongly
influence the band gap. These effects appear on top
of the effect of the bond alternation and electron
correlation, and the actual gap is a result of these
various modifying components. These issues will be
addressed in section 3.

Other indices of aromaticity that are primarily
based on bond alternation have been suggested
including the aromatic stability index,’ the harmonic
oscillator model of aromatic stability (HOMAS),” V
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indices,® harmonic oscillator stabilization energy
(HOSE),? and the theory of double-bond fixation in
conjugated molecules.'® These other indicators have
been amply reviewed in the present and previous
topical issues of Chemical Reviews mentioned in ref
2. Connections between aromaticity indices are well-
established.!!

In this review, we shall discuss the consequences
of BLA and the HOMO—-LUMO separation for smaller
and very large aromatics. Furthermore, conjugated
polymers, which exist in the large N regime, offer
interesting problems in aromaticity, some of which
we shall also address. Since the discovery of the
remarkably high conductivity of doped PA,'? z-elec-
tron conjugated polymers have attracted much inter-
est. Since then, many m-conjugated polymers have
been synthesized in the search for useful new mate-
rials. Discoveries of their novel properties such as
nonlinear optics, electroluminescence, and photovol-
taics are leading to device applications.!®* A common
theme in the literature is the design and synthesis
of low band gap polymers with appreciable band-
width.'* The sufficient bandwidth of at least a few
tenths of an electronvolt is required to ensure suf-
ficient mobility along the chain while the small gap
is desirable for a variety of interests.!31

Theoretical understanding, especially via electronic
structure theory, has helped substantially to formu-
late a microscopic conceptual framework within
which the physical properties of these organic poly-
meric materials are being interpreted and analyzed.
One of the fundamental parameters is the aforemen-
tioned BLA,'® which goes also by the name of the
amplitude mode,'6 ja-mode,!” or simply Peierls mode.'8
The vibrational mode associated with this BLA, an
antisymmetrical stretching mode, is strongly coupled
with the electronic structure of conjugated poly-
mers.!® This strong coupling is expressed in eqs 2 and
3 indicating the direct effect on E, of the changing
degree of alternation while the molecule vibrates
along this vibrational mode.

Thus, bond alternation plays a key role in both
conjugated molecules and extended systems. Qualita-
tive discussions of relative stabilities of conjugated
systems often invoke the concept of aromaticity.

Three common types of potential energy surfaces
(PESs) along the valence tautomerization reaction
coordinate

q=ad (4)

are illustrated in Figure 1: part a represents one
minimum at the “delocalized” form; part b has two
minima at two equivalent “localized” forms; and part
¢ has three minima with one at the “delocalized” and
two more at the “localized” forms. Although the
detailed shapes of the PESs vary from system to
system, the basic trend should fall into one of these
main categories. Note that parameter a connects the
minima linearly, which may not be the proper reac-
tion coordinate; thus, Figure 1 should be viewed as
a qualitative illustration. As we shall see, various
theoretical models indicate qualitatively different
PESs. In general, the workhorse of quantum chem-
istry, the Hartree—Fock (HF) theory, clearly over-
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Figure 1. Illustrations of PESs along the BLA coordinate,
q (see eq 4). Parts a—c correspond to one minimum at the
delocalized form, two minima at two degenerate localized
forms, and three minima, respectively.

estimates the degree of BLA; thus, the effects of
electron correlation play an important role in helping
to establish the correct energetics of the systems
being described here.

This review begins with the similarities and dif-
ferences of the nature of BLA in the two limiting
small conjugated systems: antiaromatic cyclobuta-
diene and aromatic benzene. Then, we establish
connections between conjugated polymers and con-
jugated molecules and eventually obtain a more
general view of the electronic structure—geometry
relationships as a function of molecular size. The
geometry and electronic structure of conjugated
polymers will be discussed in terms of the balance
between aromatic and quinonoid structures in section
3.

A few comments on methodology are in order. As
quantum chemistry has evolved, reliable techniques
have become widely available. In this paper, we refer
to a variety of methods that have been employed in
the theoretical determination of structural, energetic,
vibrational, and other characteristics of molecular
and polymeric systems. Theoretical methods for the
latter are less widely known. Coulson,?° Longuet—
Higgins and Salem (LHS),* Koutecky and Zahrad-
nik,?! Ladik and co-workers,?? Popov and Shustoro-
vich,2> Andre and co-workers,?* and Whangbo and
Hoffmann?> were some of the pioneers who developed
and applied quantum chemical techniques for poly-
meric molecules and the solid state. Recently, there
has been a large increase in the use of solid state
methods within the chemistry community, many
borrowed from physicists and applied for crystals,
polymers, surfaces, and films. A few molecular com-
puter codes already have a solid state (often under
the category of “periodic boundary conditions”, PBC)
option,2® and great many more computer codes are
available for solid state calculations per se. A large
portion of the solid state codes employ plane waves
as the basis set, rather than atomic centered orbitals,
but in nonempirical (ab initio) calculations, suf-
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ficiently large basis sets should give essentially
identical results independently from the basis set.?’
Several reviews are available,2® which introduce the
language of k-space, Brillouin zones (BZs), and
energy bands necessary to discuss the electronic
structures of extended systems, such as conjugated
polymers, carbon nanotubes, and graphite.

The rest of this section is a brief summary of solid
state concepts used in this review and may be
skipped for readers familiar with k-space, BZs and
energy bands, band gaps, and densities of states.
Suppose that there is a large number (V) of identical
repeat units, called a unit cell, in a macromolecule
or some other extended system. Assume that there
are m states within the unit cell. The mN states of
the whole large system can be labeled by symmetry
indices if there is perfect periodicity, an assumption
that may be fulfilled exactly or approximately. Peri-
odicity implies that translation, R, is a valid sym-
metry operation: R = l1a; + lsaq + l3as (a1, as, and
a3 are the lattice vectors, and the three [s are
integers). In one dimension, there is only one a vector;
in two dimensions, there are two. This symmetry
allows the use of “£” symmetry labels, which can be
arranged as k-vectors in a k-space (reciprocal space)
that has the same dimension as the system being
studied. k-space is also periodic; the most sym-
metrically chosen unit cell in k-space is called the
Brillouin zone. Points in k-space can be expressed as
k = k1b1 + kobe + ksbs. A straightforward interpreta-
tion is that the phases of wavefunctions separated
by a lattice vector R at any k-point are equal to exp-
(ikR). For example, the phase for any translation is
1 at the £ = 0 special point (I'-point). (For the arcane
notation of BZ special points, see ref 29.) The number
of states in the BZ is N, so to each k-point in the BZ
there correspond m states, yielding the total of mN
states. In the N — infinity limit, which is the
standard assumption in solid state theory, £ becomes
a continuous variable in the BZ. This is how one
arrives at the m energy bands each being character-
ized by a continuous variable £ and an index called
the band index: E(k), i =1, 2, ..., m). The symmetry-
adapted orbitals characterized by a k-vector are
called crystal orbitals. Thus, HOMO is replaced by
HOCO and LUMO by LUCO in the polymer or solid.
If there is a finite energy separation between the top
occupied band and the lowest empty band, the system
has a forbidden band gap, or band gap, E,.

The Fermi energy, Ef, is halfway between the HOO
and the LUO at zero temperature. For metallic
systems without a band gap, Er represents the
common HOO—LUO energy. Figure 2 illustrates the
two-dimensional (2D) BZ of graphene, with the
corresponding energy bands®® and density of states
(DOS).2% The latter is proportional to the number of
available states in an infinitesimal energy interval
and condenses the complex energy band information
into a one-dimensional graph. The DOS is zero within
the band gap: There are no allowed states with those
energy values. It is an interesting fact, which will
play a key role in some of the discussions in this
review that the DOS at Er is zero? for graphene. At
the Hiickel level, the band gap is zero for graphene.
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Figure 2. Geometrical and electronic properties of
graphene. (a) Graphene unit cell, (b) BZ, and (¢) band
structure. Reprinted with permission from ref 30. Copy-
right 1992 American Physical Society. (d) DOS at the
Hiickel level. Reprinted with permission from ref 20b.
Copyright 1952 Institute of Physics and IOP Publishing
Ltd.

Figure 3. Phases of graphene orbitals for neighboring cells
at the K-point in the BZ.

There are two degenerate states at Er. The degen-
eracy occurs at a special point in the BZ, which is
usually designated as the K-point. The corresponding
wavefunctions at the Hiickel level are indicated in
Figure 3. These two orbitals are nonbonding at this
level of theory, but they are slightly antibonding
when second neighbor interactions are taken into
account.’?! This second neighbor interaction breaks
the symmetry of the orbitals between the HOCO and
the LUCO explaining the changes of the observed CC
bond distances in positively and negatively doped or
intercalated graphites.
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2. Conjugated Molecules and Simple Extended
Systems

2.1. Jahn—Teller (JT) Effects in Conjugated
Molecules

The distortive nature of szz-electrons in many con-
jugated molecules may be understood by referring to
the JT32 effect: The ground states of many molecules
should not have the highly symmetric configuration
expected on the basis of ordinary resonance theory
but rather an unsymmetrical or a lower symmetry
configuration as a result of the mixing between the
ground and the excited electronic states coupled
through the motions of the nuclei.

In this section, the electronic structures of four
unique categories of conjugated systems where the
JT or the pseudo-JT effect is operative are discussed.
Note that the higher symmetry reference structure
does not necessarily correspond to a minimum on the
PES. It corresponds to a hypothetical molecular
structure that provides a useful point of reference for
the discussion.

2.1.1. Cyclobutadiene, an Open Shell System

Cyclobutadiene has alternating CC bond distances,
2a, corresponding to a Dy, ground state.?3 However,
the reliability of the experiments regarding the CC
bond lengths has been scrutinized in view of the
unexpected temperature dependence of X-ray data for
tetra-tert-butylcyclobutadiene, 3. At room tempera-
ture, these data indicated a very insignificant differ-
ence between the intracyclic CC bond lengths (1.482
and 1.464 A).3%¢ At first, such a nearly square
structure was thought to be due to the influence of
the substituents,33d but experiments at 123 K showed
substantial alternation of the bond lengths (6 = 0.086
A)3% and this unexpected temperature dependence
of the structure was ascribed to some residual
disorder possibly present even at 123 K. The aniso-
tropic displacement parameter analysis of 3 showed
that the data measured at room temperature cor-
respond to an averaged superposition of two mutually
perpendicular rings with strong BLA.3*

t-butyl t-butyl

1O ||

t-butyl t-butyl
3

2a 2b

This BLA has been associated with the antiaro-
matic destabilization of cyclic conjugated molecules
with 4n m-electrons. The corresponding potential
surface along g, with a pair of degenerate localized
ground state structures, is illustrated in Figure 1b.3®

This structural distortion toward a bond length
alternating configuration in cyclic oligoenes with the
composition of Cy,Hy, is due to a JT distortion at the
Hiickel level. At a higher level of theory, the effect is
more properly described as a pseudo-JT distortion.
This term is used when structural distortion occurs
due to the mixing of the near degenerate electronic
states.?¢ In the simple one-electron picture, cyclo-
butadiene in the high symmetric configuration, 2b,
possesses a pair of degenerate nonbonding orbitals,
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Figure 4. Electronic structure of cyclobutadiene. (a) Four
possible electron configurations. (b) Four states. (c) The
vibrational normal mode that mixes two singlet states. (d)
Degenerate MO pair of symmetric cyclobutadiene.

to which two electrons are assigned, leading to an
ordinary s-electron driven JT distortion at that level
of theory. There are four main electron configurations
and four states as shown in Figure 4a,b; a set of real
nonbonding orbitals are shown in Figure 4d. In the
one-electron picture, the triplet state is the ground
state with a symmetric geometry. [Note that in order
to describe the ground state of this system correctly,
multiconfigurational wavefunctions such as complete
active space self-consistent field (CASSCF)37 with at
least four m-electrons and four s-orbitals must be
used. In fact, in the case of symmetric cyclobutadi-
ene,?® the ground state is 'By,, which corresponds to
the S, state, an open shell singlet state. In any case,
symmetric cyclobutadiene has an open shell ground
state.] Therefore, C4H, is an open shell system before
the geometric distortion is considered. In the one-
electron picture, a pseudo-JT distortion occurs as the
two singlet states (1/v2 Sy + Sp), V2 (S, — Sp)]
mix with each other through the b:; normal mode
(Figure 4c), which lowers the molecular symmetry
from Dy, to Dgy. This particular mode stabilizes S,,
while it destabilizes S;. Consequently, a singlet state
that has a larger contribution from S, (c¢1S, + ¢2Sb,
lc1| > |ea]) becomes the ground state. In other words,
the normal mode mixes some of the higher energy

1/vV/2 (S, — Sp) state with the lowest singlet, thereby
stabilizing it. Note that this mode largely consists of
a simultaneous lengthening and shortening of alter-
nating CC bonds around the ring, and it is analogous
to the vibrational BLA mode of PA (4) and of other
conjugated polymers mentioned in the Introduction.

H H H H

Z N N

H H H H

4

There have been quite a few theoretical studies®®
on the geometry of the ground state of cyclobutadi-
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ene. Koseki and Toyota®® discussed an energy com-
ponent analysis by using MCSCF (multiconfiguration
self-consistent field) theory®” concluding that in the
ground state of planar cyclobutadiene, the stability
of a bond-alternated structure is largely attributable
to the decrease of o-electron effects and the concomi-
tant increase of z-electron effects resulting in a Dy,
structure. Recent geometry optimizations* with
Becke’s three parameter hybrid density functional,
and Lee—Yang—Parr nonlocal correlation functional
(B3LYP) density functionals for tetra-tert-butyl-cy-
clobutadiene, display very unequal bond lengths
(1.354 and 1.608 A) in agreement with the experi-
mental conclusion that the low temperature X-ray
structure was distorted. They further showed that
the system is strongly antiaromatic based on mag-
netic and energy criteria.

2.1.2. Benzene, a Closed Shell System

Herzberg*! has established using vibrational spec-
troscopy that benzene has a Dg, structure with no
bond alternation, 6 = 0 (5a). X-ray structural data
for benzene are compatible not only with the crys-
tallographically ordered D¢, (5a) structure but also
with a disordered Ds;, (5b) model associated with
superposition of Kekulé type benzene molecules.*?
Other studies, such as infrared and Raman spectra
of gaseous benzene, neutron diffraction experiments
of crystalline benzene, gas phase electron diffraction,
and gas phase rotational spectroscopy, are equally
incapable of resolving unambiguously the structure
of benzene, according to Ermer’s analysis.*> There-
fore, it seems that current experimental techniques
may not be able to definitely resolve the degree of
bond alternation in the ground state of benzene.

5a 5b

In contrast, all ab initio calculations*® unequivo-
cally point to a Dg, structure for benzene correspond-
ing to a potential surface along 6, where only one
minimum exists at = 0, as illustrated in Figure 1a.
This preference for a delocalized, nonalternating Dg),
(5a) structure is widely considered as a symptom of
aromaticity in benzene.

LHS* showed that the antisymmetrical bond al-
ternating distortion coordinate has by, symmetry, 6,
and it mixes the ground 'A;, 7-electronic state with
the excited !Bsy, state. Because of the large energy
difference between the two states, however, the
mixing is small and lowering of 7-electron energy is
not sufficient to overcome the compression of the
o-bonds needed for making a Ds; structure more
stable than a Dg, structure. Although benzene does
not distort from a Dg, symmetry, the distortive
tendency toward Ds;, does exist in this representative
aromatic molecule.*4~46

Why does benzene have D¢, symmetry? Does the
Dgj, structure originate from the additional stability
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of the aromatic z-electrons or from the backbone of
o-bonds (electrons)? Shaik et al.*é¢ and subsequently
Jug and Koster!” have analyzed the structure of
benzene by probing the distortive behavior of the
m-electrons using modern methods. In the picture
that emerges from these all-electron studies, the
m-component enjoys resonance stabilization but is
also distortive and prefers a D3, symmetry, and it is
the resistance of the o-frame to the distortion that
restores the Dg, structure. This viewpoint of benzene
has been criticized by Glendening et al.,*® cautioning
that the energy partition within all-electron calcula-
tions is arbitrary and possibly misleading because it
may involve an inherent bias toward s-distortivity.
In response to this, Hiberty et al.*® subsequently
developed an approach termed the “quasiclassical
state” allowing a further refinement of their original
argument.

A convincing spectroscopic argument to support
this view came from Haas and Zilberg.?® They dis-
cussed the experimental frequency shift of the bg,
vibration, 6, which is the bond alternation mode and
analogous to 4. This mode shifts upward by 260 cm™!
in the first excited state of benzene (!By, state),
relative to the vibrational frequency of the similar
mode in the ground state. They argued that the 7—x*
excitation disrupts the delocalization of the m-elec-
trons and weakens thereby the s-distortive propen-
sity, leading to a higher not a lower frequency in the
excited state. This weakening of the s-contribution
should in turn reveal more clearly the influence of
the o-potential on the by, mode and lead to a
frequency exaltation of this vibrational mode. Theo-
retical analysis of Shaik et al.?! further substantiated
this interpretation of the experimental evidence.
Independent supports for this viewpoint came also
from further theoretical studies.527%5

6

More detailed review of benzene can be found in
other articles of the previous aromaticity issue.? The
distortive tendency present in benzene is a second-
order effect. How special is benzene in the series of
[4n + 2]annulenes? As the size of these 4n + 2
m-electron systems increases, the gap between ground
and low-lying excited states decreases. Therefore, one
would expect that the distortive tendency becomes
stronger in large annulenes (see section 2.3) linking
this problem to the BLA in ¢trans-PA.

2.1.3. Pentalene and s-Indacene, a “Quasi” Open Shell
System

In probing the bond alternation properties of other
4n systems, pentalene (7 and 8) and s-indacene (9
and 10) offer further insights. If the transannular
bonds can be considered as a minor perturbation to
the peripheral conjugated carbon ring, both pental-
ene, 7/8, and s-indacene, 9/10, may be categorized as
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normal 4n s-systems: antiaromatics with a potential
surface where two degenerate localized ground state
structures exist (see Figure 1b).

an &2

These molecules may be considered as “quasi” open
shell systems where the lowest antibonding orbital
is near the HOMO orbital at symmetric structure, 8
and 10. [Note that in cyclic 4n m-electron systems
(C4nHyy), the LUMO and HOMO orbitals are degen-
erate.] Such a low-lying antibonding orbital can mix
with the HOMO orbital if the geometry is distorted
along the b1, normal mode, 11, stabilizing the HOMO
orbital. This mechanism leads to a BLA in pentalene.
This is another pseudo-JT effect as illustrated in
Figure 5a. In the case of s-indacene, the effect is

H
LF‘-':i\

(b)

Figure 5. HOMO-LUMO gaps of the Dy, and Cy,
structures of (a) pentalene and (b) s-indacene.

weaker due to a larger gap of 2.06 eV as compared
to 1.59 eV of pentalene between the HOMO and the
antibonding orbital at its symmetric structure (see
Figure 5b) as calculated at the BSLYP/6-31G* level
of theory .56

Interest in pentalene, 7/8, was initiated by its
proposed aromaticity.?” Subsequent theoretical stud-
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1

ies®® suggested that localized pentalene (7) would be
lower in energy but antiaromatic. X-ray analyses of
1,3,5-tri-tert-butylpentalene (TTBP, 12) and 1,3-di-
tert-butyl-4,5-dimethyl-carboxypentalene (DBMP)39:60
indicated a localized structure for the pentalene
skeleton. Dynamical *C NMR experiments®! indi-
cated that the valence tautomerization barrier of 12
in solution at 93 K is 3.8 kcal/mol.

t-butyl

t-butyl
12 t-butyl
In contrast, the ground molecular structure of
s-indacene is not clear. Low temperature X-ray
analysis indicated that the substituted 1,3,5,7-tetra-
tert-butyl-s-indacene (13)%263 may have a symmetrical
(delocalized) rather than a bond alternating (local-
ized) structure.®* In addition, the presence of only
four ¥C NMR signals for the 12 carbons in 13 at
—130 °C also indicates the possibility of a sym-
metrical structure. This issue is of current interest

in terms of both its derivatives® and s-indacene
itself.66-68

t-butyl t-butyl
t-butyl t-butyl
13

According to simple MO,570 semiempirical,®? and
HF calculations,®” the localized Cy;, structure 9 with
alternating C—C bond lengths around the ring pe-
rimeter is favored energetically relative to the Dy,
“delocalized” structure 10. Inductive perturbations of
the alkyl groups might eliminate the energy differ-
ence between the two structures in 13.#2 Recent
calculations by Hertwig et al.®¢ have shown 9/10 to
be a borderline case for bond localization. For ex-
ample, HF, Mgller—Plesset second-order perturbation
theory (MP2), and CASSCF favored the localized 9,
and density functional with Becke 88 nonlocal ex-
change and Perdew 86 nonlocal correlation functional
(LDA-BP)/triple-{ polarized basis sets (TZP) and
complete active space, second-order perturbation
theory (CASPT2) yielded the delocalized 10. On the
basis of these results and the crystal structure of 13,
Hertwig et al.®¢ concluded that the parent s-indacene
should also have a delocalized structure and ascribed
the high reactivity to a singlet diradical character.
With the help of BSLYP/6-31G(d) method, Nendel et
al.” also concluded that s-indacene is a nonaromatic
system with a fully delocalized geometry. Note that
the model chemistry provided by the BSLYP/6-31G-
(d) method has proven quite reliable in this case.”

As discussed, the relatively small structural dis-
tortive tendency of s-indacene can be attributed to
the large HOMO—LUMO gap calculated at the sym-
metric structure. The large gap is due to the presence
of two transannular bonds, which stabilize the HOMO
without much affecting the LUMO orbital (see Figure
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Figure 6. Calculated IR spectra of Dy, (delocalized) and
Cg, (localized) structures of pentalene as compared with
the experimental spectrum of TTBP. Reprinted with per-
mission from ref 60. Copyright 1995 American Chemical
Society.

5b). It is interesting to note that the calculated
magnetic properties of this molecule do not seem to
be sensitive to the 9/10 valence isomerization.”
Choi et al.? showed correlation between the struc-
ture and the IR spectra of the localized and sym-
metrical forms, 7/8, of pentalene. The calculated IR
spectra of 7 and 8 demonstrated that the C—C and
C=C stretching frequencies and intensities depend
strongly on the structure, and the predicted vibra-
tional pentalene® frequencies of 7 are in better
agreement with experiment of tri-tert-butyl-pental-
ene (see Figure 6). In the case of s-indacene, a
comparison with the experimental spectrum®” of 13
showed that except for the peaks corresponding to
the tert-butyl groups, the calculated spectra are in
good agreement with experiment (see Figure 7). It is
noted that there is very little difference between the

~
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A A A A4 A A A
1600 1400 1200 1000
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Figure 7. Calculated IR spectra of Dy, (delocalized) and
Cs, (localized) structures of s-indacene as compared with
the experimental spectrum of 1,3,5,7-tetra-tert-butyl-s-
indacene. Reprinted with permission from ref 67. Copyright
1993 American Chemical Society.
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calculated spectra of the symmetrical and the local-
ized structures despite their substantial structural
differences. The example of s-indacene shows that
when the structural distortive tendency is small,
some molecular properties do not depend strongly on
the bond alternation tautomerism.

2.2. Peierls Distortions in Simple Extended
Systems

2.2.1. PA, a One-Dimensional Extended System

As illustrated in Figure 8, [4n + 2]annulenes
approach the polymeric PA molecule, when n in-
creases to infinity. Because [4n]annulenes are JT
systems, these also would approach the same limit
at large N. Very long linear polyenes should have the
same bond alternation properties as well.”* The
electronic structure of the symmetric form, 17, which
has equal bond lengths, has a zero band gap and
should therefore be metallic. The properties of bond
alternation resulting from the mixing of ground and
low-lying excited states are very general. Peierls'®
and others!®~1775 have shown that if a 1D solid has a
half-filled band, it will always be unstable toward a
distortion, which mixes energy levels above and
below the Fermi energy eventually yielding one of

©

(a)

& SO

() (d)

o 30

E E/N

N N
(9)
Figure 8. Alternative PESs of benzene, [14]annulene, [18]-

annulene, and PA along the g alternation coordinate. See
text.
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Figure 9. Band structures of bond length alternating
(dashed line) and nonalternating (continuous line) geom-
etries of PA. Er is the Fermi level. Inserts show the
splitting of the frontier orbitals after the BLA distortion
takes place.

the lower symmetry structures 18. The two lower
symmetry structures are equivalent, constituting an
example of a so-called degenerate ground state
polymer. Although the actual value of 6 in PA is still
somewhat uncertain, the generally accepted range is
0.07—0.097677A. The associated band gap is around
1.5 eV.™ Note that this alternation value is much
smaller than what one obtains by HF geometry
optimization. Furthermore, the band gap values
calculated by HF are several times the experimental
value.” These fundamental discrepancies between
theory and experiment stimulated much research as
discussed in this review.

N
= N
17
/2 2' 2 2
1 1 1 1
18a 18b

The fact that the alternating structure should be
more stable than the symmetrical nonalternating one
can be understood by using a simple orbital argument
concerning the energy of the highest occupied level,
as illustrated in Figure 9. The advantage of this
argument is that it can be easily extended to other
systems, including ladder type polymers or hetero-
cyclic polymers.

As the structure is being changed from sym-
metrical to unsymmetrical, along a generalized co-
ordinate corresponding to the BLA mode,

dBLA — ad = a(rsingle - rdouble)7 —l=a=1 (4’)

the HOO is being stabilized on account of both
gaining bonding character in the double bond region
and losing antibonding character in the single bond
region. The LUO undergoes a similar perturbation
in the opposite direction, leading to a sizable band
gap, E,. The Peierls coordinate ggpr.a provides a linear
interpolation between a geometrical configuration
with two equivalent bonds (¢ = 0) and one with the
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fully developed single and double bonds (@ = 1 or a
= —1). Note that in reality other degrees of freedom,
such as bond angles and CH bond distances, couple
weakly to this mode.

Within non-SCF theories, such as simple Hiickel
theory, LHS theory, or extended Hiickel theory, the
band gap is proportional to the equilibrium value of
the BLA coordinate!®™

— equ __ _
E g CalterndBLA — Caltern(r single r double) (5)

The proportionality holds for small values of the
distortion, showing the fundamental connection be-
tween the geometrical and the electronic degrees of
freedom (gjls = O is the equilibrium value of the
Peierls distortion). This connection, although signifi-
cantly modified from the case of PA, remains a
characteristic feature of many z-conjugated polymers.

The fundamental difference between the Peierls
distortion and the JT distortion can be expressed in
the dependence of the total energy for small values
of the distortion parameter q (we are omitting the
BLA index for simplicity). For the Peierls case, up to
the lowest relevant order in g,

EPeierls =Cp q2 In q + 12k qz (6)
while for the JT case

The driving force toward distortion in only second
order in the second-order JT (SOJT, or pseudo-JT)
case:

E, y=—c,yq +12kq*+Kq* (8
In all three cases, the £ (and K) terms represent the
elastic contribution from the o-bonds giving rise to
the restoring force toward equidistant geometry (q
= 0). (In the last case, distortion occurs if —c,gr +
k/2 < 0; thus, the anharmonic Kq* term limits the
distortion.) The distortion arises from the electron—
nuclear coupling, which is linear for small g values
in the JT case, but it has a logarithmic divergency
in the Peierls case. Thus, in the JT case, the equi-
librium value of the distortion parameter is

6opt = CJ’I‘/k (9)

This value is larger if the electron—nuclear coupling
is stronger or the restoring force constant is smaller.
In the Peierls case

O4pt = const exp(—k/2cp) 99

leading to a nonzero distortion. The logarithmic
divergency is the result of the fact that in the infinite
chain the bond alternation opens a gap in the band
structure of the chain. Since this causes all levels in
the vicinity and below Er to be lowered (as illustrated
in Figure 9), the driving force obtained in this
manner qualitatively differs from the driving force
obtained from a single isolated level, which is the case
in the JT distortion. Obviously, for longer and longer
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Figure 10. Three possible geometric structures of poly-
acene. (a) Metallic nonalternating structure. The two lower
symmetry, bond length alternating structures are trans-
polyacene (b) and cis-polyacene (c).

oligomers, an increasing number of levels near the
frontier orbitals can be stabilized by the distortion,
leading to a distortive force that becomes larger with
increasing chain length, eventually giving rise to
larger distortions for longer oligomers. We shall refer
to this argument when discussing long polyenes in
section 2.3.

2.2.2. Polyacene, a “Quasi” One-Dimensional Extended
System

If we consider the transannular bonds as a per-
turbation like we did for s-indacene, 9, then the
electronic structure of the oligoacenes, 19 (oligomers
of polyacene), may be derived from those of two
parallel running PAs. The issue here is whether
bond-alternating structures exist, as n increases
toward infinity despite the coupling between the two
PA-like “rails” of a ladderlike polymer. Polyacene, the
hypothetical infinite system, has never been made
so far, but it is an ideal target for theoretical
studies®083 with important implications for the study
of small band gap extended polymeric systems and
their PESs. Three possible forms of infinite polyacene
are illustrated in Figure 10. In contrast to PA, there
are two different lower symmetry nonmetallic struc-
tures (b,e¢) into which the metallic structure, a, can
develop. LHS® discovered that bond alternation
along the two edges would mix states of the same
symmetry type but the large gap between these
precludes a large energy gain. Whangbo et al.2> have
shown that the trans form (Figure 10b) is slightly
more stable at the extended Hiickel level, a conclu-
sion supported by orbital interaction arguments.
Compounds 19a and 19b show the two degenerate
frontier orbitals obtained at the Hiickel level for an
infinite symmetrical polyacene. The phase differences
between neighboring unit cells indicate that these
orbitals are at the edge of the BZ, at & = n/c, where
¢ is the translational vector. These orbitals are
localized at the edge carbon atoms. Their predicted
band gap values are in qualitative agreement with
the experimental estimate of around 0.3—0.5 eV
based on the extrapolated value of 7—n™* transitions
of finite oligoacenes.?* CiZek and Paldus have sug-
gested that in long oligoacenes “singlet instabilities”
of the HF equations may occur.®? Different levels of
calculations predict that one of the nonmetallic
structures is slightly more favorable by a few tenths
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of a keal/mol.%¢ Kertesz and Hoffmann®' showed that
the system gains stabilization energy from the in-
teraction between a partially filled band and an
unoccupied band separated by a few electronvolts, as
opposed to the Peierls situation, where the mixing
is at the Fermi level. Recently, Raghu et al.?” have
shown within the 7-only PPP Hamiltonian but in-
cluding correlation effects, the Peierls distortion in
polyacene is enhanced by the inclusion of electron
correlation and that the cis-form of the bond alterna-
tion is favored in agreement with the modified
neglect of diatomic overlap (MNDO) CO results.36
The decreased tendency of bond alternation for
oligoacenes relative to PA has implications for the
structure of single wall carbon nanotubes (SWCNs).
(For a connection to graphite, which has uniform CC
bonds, see subsection 2.2.3.)

G B B8 e_O_ 8 0
19a 19b

A recent report®® predicted that the aromaticity of
each of the benzene rings in cyclacenes (these are
rolled up oligoacenes in a cylindrical fashion akin to
those of a “belt” of a SWCN) with 5—14 benzene rings
was reduced by the strain of the cyclic system. Tirker
also explored cyclacenes with the semiempirical
molecular orbital (MO) method, Austin model 1
(AM1), but he mainly discussed the MOs as a
function of size and the convergency of the energy
gap as the size of the linear and cyclic oligoacenes
was increased.®’

For longer polyacenes and for cyclacenes, (U)-
B3LYP/6-31G* calculations by Houk et al. indicated
that their ground state becomes a triplet state as the
oligomers size is increased.® They concluded that the
geometries of polyacenes and cyclacenes have two
fully delocalized nonalternating ribbons joined by
relatively long bonds (transannular bond). The anal-
ogy with s-indacene was also emphasized in this
study. The (U)B3LYP geometry optimizations were
followed by time-dependent density functional theory
(TDDFT) calculations for the singlet—singlet gaps,
yielding Sp—S; singlet—singlet transition energies for
the 7—n* absorption that gradually decrease reach-
ing 0.80 eV for the oligomer with nine rings, the
largest cyclacene studied. This value is consistent
with the available experimental excitation values
obtained for linear oligoacenes mentioned above.3*
So—T; singlet—triplet gap values calculated by the
TDDFT method indicated that singlet—triplet gap
gradually decreases as the size increases and the
triplet state becomes the ground state at a particular
size of polyacene. Recent density functional theory
(DFT) and CASSCEF calculations at UCLA indicated
that the BLA is suppressed in polyacene,® and for
long oligoacenes, an open shell singlet is the predicted
ground state. According to Bendikov et al., the singlet
diradical state becomes the ground state for oli-
goacenes longer than hexacene. The nature of the
diradical is such that the two electrons are localized
on the opposing edge carbons of the two PA-like
chains, which are then connected by longer, sp?—sp?
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transannular bonds. Note that these are finite mol-
ecules, not infinite chains; nevertheless, they are
directly related to the Hiickel level orbitals for the
latter (19a,b). The excited states of oligoacenes with
up to 10 rings have been studied with highly cor-
related methods but within the s-electron only PPP
Hamiltonian.?® Both the ab initio and the semi-
empirical studies obtained reasonable excitation
energies.

A more complete understanding of the structural
trends in polyacenes that represent bridges between
trans-PA and graphene is essential for understanding
aromaticity. Another route to approach the graphene
limit starting from various polycyclic aromatic hy-
drocarbons and reaching as many as 91 conjugated
aromatic benzene rings has been reviewed by Watson
et al.?2 The largest of these systems have a moderate
band gap below 1 eV. These systems indicate that
there are various routes toward graphene. Polyphen-
anthrenes provide another link between a single PA
chain and ladderlike linked architectures that extend
into the second dimension.?® However, these systems
have much larger band gaps and very uneven bond
distances with significant bond localization.?* These
contrary trends leave the question open as to which
sequence of oligomers is representative in describing
the uniform bond distances and semimetallic proper-
ties of graphene.

2.2.3. Graphene, a Two-Dimensional Extended System

All CC bonds in graphite have the same length of
1.421 A.% Presumably, the same holds for the CC
bonds in a 2D layer of graphite, graphine, because
the interlayer interactions do not significantly change
intraplane bonding.?® The electronic driving forces
toward possible distortions from this equidistant
geometry in graphene have been studied by Anno and
Coulson at the level of theory that included only a
Hiickel electronic term and a o-electron elasticity
term.®” They have shown that within a wide range
of plausible parameter choices the lattice maintained
uniform CC bond distances. They considered only a
limited number (three) of periodic distortion patterns
in their numerical study. These distortions lower the
symmetry of the lattice and increase the size of the
unit cell. Anno and Coulson related the stability of
the equidistant lattice toward these symmetry lower-
ing distortions to the density of orbital levels near
the Fermi surface. (See also the discussion on p 504
of Salem’s book.”) Although graphene has a zero
band gap, a vanishing density of orbital levels near
the Fermi energy would not provide the driving force
for any CC BLA.? Recent calculations in our labora-
tory by S. Yang have shown that the conclusions of
Anno and Coulson remain valid when using ab initio
density functional techniques and a number of dif-
ferent distortion patterns.®®

The tendency for a diminishing driving force when
moving from one dimension (¢rans-PA) to graphene
through polyacene and other ladder type systems
provides further insight.8! Accordingly, the driving
force toward alternation is reduced by fusing further
chains to the ladder, continuing the construction from
PA to polyacene to graphite. The gaps thus generated
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diminish with each fused chain, eventually leading
to no distortion in the 2D limit. Lack of Peierls
distortion for metallic SWCNs will be discussed next.

2.2.4. SWCNs and Their Geometrical Properties

A different aspect of this problem came up in the
context of investigating the propensity of SWCNs
toward bond alternation due to a possible Peierls
distortion of these highly conjugated carbon net-
works.!1% While SWCNs can be viewed as rolled up
sheets of graphene, their quasi-1D architectures
dictates that, at least formally, the tendency of
metallic nanotubes toward Peierls distortion must be
considered. Single wall nanotubes are characterized
by the roll up vector R = na; + mas (a1 and ag are
the lattice vectors of the graphene sheet, and n,m are
integers). At the Hiickel level of theory, SWCNs are
classified0%101 g5 “metallic” (n—m is divisible by 3,
zero calculated band gap) and “nonmetallic” (n—m is
not divisible by 3, nonzero calculated band gap). It
turns out that electronic structure calculations and
experimental data confirm this pattern with signifi-
cant exceptions from the Hiickel-based rules only for
small diameter (D < 1 nm) tubes. It is expected that
nonmetallic tubes lack Peierls distortion. However,
metallic tubes have substantial densities of states at
the Fermi level, and some, albeit small, Peierls
distortion is expected. These small distortions ought
to lead to small band gaps, which should affect all
properties, including electron localization, some loss
of aromaticity, and changed chemical reactivity.
Mintmire et al. and Saito et al. found no Peierls
distortion.!® More recent calculations indicate that
the Peierls distortion for nanotubes should be very
small, of the order of 1K (107* V) for small diameter
tubes.’%? A calculated static band gap of 1K has to
be evaluated in conjunction with quantum fluctua-
tions and temperature effects. For large diameter
tubes, even smaller gaps are expected, since the
geometrical and electronic properties of nanotubes
are very similar to those of graphene in the limit of
large diameters. The small Peierls band gap can be
rationalized by considering that there is only one
band where the gap opening provides energy gain,
while one needs to distort many o-bonds. As com-
pared to PA, there are more o-bonds to distort, and
the energy gain is much smaller due to the smaller
bandwidth, which is a result of “band backfolding”.28
This leads to a several order of magnitude reduction
of the Peierls gap.

Different kinds of bond distortions have been
obtained in recent ab initio calculations by Kana-
mitsu and Saito!%® and Sun et al.,!%* who found that
the bond distances in small radius nanotubes are not
uniform. These deviations do not create a band gap,
and they are not disrupting the Hiickel based pattern
as to which tubes should be metallic or nonmetallic.
The deviations from uniform bond distances are
small, of the order of a few picometers, but are
systematic and closely related to the metallic or
nonmetallic nature of the tubes and correlate with
the divisibility by 3 rules mentioned above. This
finding echoes the viewpoint that small radius nano-
tubes behave as individual molecular species with
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different properties, such as different band gaps,
geometries, etc.1% It remains to be seen how the
predictions will be reflected in the more selective
experiments done on monodispersive nanotubes.
These deviations of bond distances from uniformity
are analogous to those observed for other aromatic
molecules, such as naphthalene.

2.3. Transition of Bond Alternation as a Function
of Size: [14]- and [18]Annulenes, Closed Shell
Systems with Low-Lying Excited States

Properties of molecules evolve as the system size
increases. This issue becomes particularly important
with the advances of nanomolecular science. Figure
8 indicates schematically that as the size of the
CintoHynto annulene increases, it more and more
resembles PA and should assume a bond alternating
structure. At which critical n-value does the switch
over from delocalized, benzenelike to localized, PA-
like structure occur? What is the degree of bond
alternation of the localized forms as a function of
size? How do the molecular properties as a function
of size behave for the localized and delocalized
valence tautomers? How does the interplay of ASE
(aromatic stabilization energy) and the JT effect
determine the ground state molecular structures of
large annulenes? The issue is only relevant for the
4n + 2 series. The members of the 4n series, which
are open shell systems in their high symmetry
geometries, have a tendency for localization for all
values of n, due to the strong pseudo-JT effect that
stabilizes one of the low-lying singlet states more
than the triplet ground state.

LHS studied the general problem of the equilibri-
um of cyclic Cy,+9Hyn+2 polyenes within the frame-
work of simple Hiickel theory in which o-bond
compression has been included.* Using two different
resonance integrals 1 and f2 for two of the different
bond lengths, they have shown that for large n, the
symmetric configuration becomes unstable. The “tran-
sition” to the bond alternating structure in Cy,+oHy,+2
annulenes was predicted to occur around the critical
n value, ne = 8 and 6 = 0.036 A (Rgjnge = 1.423 A
and Ryouble = 1.387 A). Platt!% and Labhart!%” showed
that the same phenomenon can be explained for long
polyenes by mixing of the ground state with low-lying
excited states of proper symmetry.

After these predictions, further theoretical calcula-
tions have been done yielding different predictions
for the critical n, value at which the transition
occurs. Buss'® showed that [18]annulene should
have a marked density alternation indicating BLA.
Fratev et al.1% obtained analytical expressions for 4n
and (4n + 2) annulenes. They concluded that no bond
alternation should occur for the first few members
of (4n + 2) series up to [30]annulenes. On the basis
of a PPP—Hubbard!'® Hamiltonian, Lieb and Nacht-
ergaele!! proved that the energy minimizing config-
uration of cyclic (CH)y, systems always has a repeat
period of two s-centers when n is odd. When n is
even, a new instability may destroy the periodicity
of two as long as n is not too large. Recently, Buck!!2
showed that when the degenerate HOMO does not
contribute any more to the overall bond order values,
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the m-electron system is forced to select a lower
symmetry resulting in BLA. Nakajima!% found that
[18]annulene is stable against distortion into a
structure with bond alternation, while [30]annulene
is not.

As the system size increases, a methodological
problem known as HF instability arises. Cizek and
Paldus!!® derived the so-called HF stability condition
and concluded that delocalized [N]annulenes are
unstable when N >14. If the HF solution is unstable,
the one-electron approximation is not adequate;
therefore, electron correlation effects must be taken
into consideration.

16

Using the semiempirical electron correlated modi-
fied neglect of diatomic overlap (MNDOC) (C for
correlation) method, Yoshizawa et al.!'* studied the
geometrical and electronic structures of [18]- (16),
[30]- (20), [42]- (21), [54]- (22), and [66]annulenes
(23), which belong to a subgroup of aromatic (4n +
2) m-electron systems and could exhibit a delocalized
Dgj, symmetry. They observed that the BLA widens
the HOMO—-LUMO gap leading to their stabilization
within the one-electron approximation. However, the
second-order energy (due to the electron correlation
effects) is larger in the high symmetry Dg;, structures,
due to the smaller HOMO—-LUMO gap. As a result
of these competing factors, they found that for [18]-
annulene, the Dg;, structure should be more stable
by 6.4 kcal/mol, while for [30]annulene, the lower
symmetry Ds;, structure should be more stable by 4.6
kcal/mol.

However, the question regarding the shape of the
potential surface at the structural transition and
corresponding consequences for molecular properties
was not addressed: Is there a possibility that in
addition to the two localized (Kekulé) structures
there is yet another delocalized structure as a local
minimum? Figure 1a describes the qualitative shape
of the potential energy for benzene, while Figure 1b
represents the PES for long annulenes. The crossover
might occur via an intermediate potential surface,
such as in Figure 1c. Only if this was the case, could
one strictly speaking compare localized and delocal-
ized structures of the same system. Paldus and co-
workers® found that the “transition” from single
minimum, Figure la, to two minima, Figure 1b,
occurs at [14]annulene without the intermediate
situation displaying three minima.

Choi and Kertesz!'® have performed calculations
for up to [66]annulene {including [22] (24) and [26]
(25)} using ab initio and DFT methods and compared
the calculated alternation with the corresponding
values for linear oligoenes. They studied the existence
of a “structural transition” and corresponding as-
ymptotic behavior of molecular properties as a func-
tion of size. According to the BSLYP results, the bond
localization begins at [30]annulene with the d value
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of 0.035 A. These results are very close to the early
structural prediction by Longuet-Higgins and Salem,
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especially for the critical n. value. According to
subsequent ab initio calculations by Wannere at el.
at a number of theoretical levels,!!” the transition
occurs at a smaller value, and alternation begins at
[14]annulene. While the calculations are not decisive
alone, the calculated proton chemical shifts are much
more consistent with an alternating model for both
[14]- and [18]annulene. At the same time, the X-ray
data are consistent with both alternating and non-
alternating structures.

The equilibrium ¢ values as a function of reciprocal
size (1/N, where N is the number of carbon atoms)
are collected in Figure 11 at different levels of theory.
The three 6 curves of [4n + 2]annulene, [4n]annu-
lene, and polyene™ (oligomers of trans-PA) series
approach to the same limiting value of 0.05—0.06 A.
Choi et al. pointed out that the structural “transition”
to the localized form via JT effect occurs when the
HOMO-LUMO gap is lower than or close to 2 eV at
the B3LYP level of theory. The limiting value of gap
after the JT distortion of 4n + 2 series approaches
1.1 eV, which is in good agreement with the experi-
mental value for PA, 1.5 eV."®18 Note that many
variants of currently popular DFT parametrizations
yield band gaps that are too small, typically by 10—
20%. Certain hybrid density functionals are better
and can in fact be calibrated to provide even better
predictions for the band gap.!®

Recently, Fokin et al.’?® studied imaginary [N]-
trannulenes, annulenes that have uniform shapes,
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Figure 11. Optimized 6 values of oligoenes, [4n + 2]-
annulenes, as a function of size (1/N, where N is the
number of carbon atoms).
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zigzag (trans) carbon rings, like a belt of rings of a
“buckytube”. When N goes to infinity, this series
should also converge to PA implying structural
transitions in this series. With BSLYP/6-31G* method,
they observed the alternation with [30]trannulene
that is fully consistent with the above result.

Normal-mode analysis informs about the presence
or absence of a stable minimum. According to Yoshiza-
wa et al.,'? in contrast to benzene and [18]annulene,
the Dg;, structure of [30]annulene has one imaginary
bo, mode at the B3LYP/6-31G** level. This mode,
20a, calculated at 461 i cm™!, confirms that high
symmetry structure is in fact transition state. This
mode corresponds to the Kekulé (BLA) coordinate.
Note that this level of theory is deemed as reliable
for investigating the structures and vibrational prop-
erties of aromatic systems.!?

[14]- and [18]Annulenes are (4n + 2) m-electron
systems, which more or less retain molecular planar-
ity in their ground state structures as compared to
the more strained and therefore less planar [10]-
annulene. They are closed shell systems at their
symmetrical structures (0 = 0). The energy gap
between ground and excited states decreases as
system size increases. Thus, it is expected that the
tendency toward bond alternating structure due to
the pseudo-JT effect is stronger in these annulenes
than in benzene.

As prototypes of large annulenes, a great deal of
work has been devoted to the study of these two
annulenes in order to determine their structures and
aromaticity. In the case of [14]annulene, the effect
of the inner hydrogens on its structure has been
thought to be large due to the short distances
between these hydrogens. Early room temperature
NMR!23.124¢ was interpreted as resulting from two
interconverting conformational isomers, 14a and
14b. However, Oth!25126 Jater concluded that [14]-
annulene exists in solution as an equilibrium mixture
of two configurational isomers [14]-43- (14a) and [14]-
21-annulene (14¢). From the chemical shifts of the
inside protons, it was concluded that in 14a the
m-electrons are delocalized, although the perimeter
must be appreciably distorted from planarity. Vo-
gler'?” supported this argument on the basis of the
ring current calculations taking into account local
anisotropies.

X-ray data'?® showed that the molecule is cen-
trosymmetric, 14a, and significantly nonplanar with
the four central carbon atoms displaced in pairs by
0.206 and —0.209 A above and below the average
plane of the 14 C atoms. The C—C bond lengths vary
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between 1.350 (11) and 1.407 (11) A. They found that
it is aromatic with significant nonplanarity originat-
ing from the steric hindrance of the four internal
hydrogen atoms.

Nevertheless, one should not forget that the X-ray
diffraction could reflect an average of more than one
s-bond localized situation, especially if the crystal is
analyzed at room temperature. In fact, Choi et al.!?®
argued that the 1.350 A value is too small to be an
aromatic C—C bond length because it is equal to the
minimum bond length of nonaromatic molecules.!3°
The problems with this crystal structure are likely
due to the small number of reflections in the data.
Analysis of complete neglect of differential overlap/
spectroscopic parametrization (CNDO/S)-configura-
tion interaction (CI) calculations and the respective
UV/vis'? and photoelectron (PE) spectra'®! brought
further support to the delocalized C; structure of [14]-
annulene. The structural alternatives for the other
prototypical annulene, [18]annulene, 15/16, and its
related aromaticity have also been extensively stud-
ied. Most experiments such as X-ray,'3213 heat of
formation,'3* photoelectron spectroscopy,®® and UV/
vis!® are consistent with a Dg, structure, 16. Al-
though earlier theoretical studies!3”"14? found that
the bond alternating Ds), structure, 15, might be more
stable, later electron correlated calculations!i4141-145
indicated that the D¢, 16, structure is the more
favorable of the two.

15

According to ab initio calculations, HF geometry
opimization'?® gives the localized C; structure as the
minimum, whereas some electron correlated methods
such as Becke exchange with Lee, Yang, Parr cor-
relation functional (BLYP), B3LYP, and MP2 favor
a less alternating delocalized C; structure. Wannere
at al."'” have recently reported optimized geometries
for [14]-, [18]-, and [22]annulenes at different theo-
retical levels. The geometry optimizations for [14]-
annulene show strongly alternating structures at the
HF, Kang—Musgrave hybrid density functional
(KMLYP), and BHLYP levels of theory. On the other
hand, a much less alternating geometry was obtained
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by using B3LYP in agreement with previous calcula-
tions at that level. (The optimized structures do not
include completely nonalternating models; because
of ring strains, such a structure is not a minimum.)
The key point that Wannere et al. make is that
calculated proton chemical shift values based on the
alternating models are in much better agreement
with the experiment'4® than those based on less
alternating or nonalternating (equalized) models.
Very accurate quantum mechanical calculations in-
cluding electron correlation, such as MP2 and coupled-
cluster, singles and doubles with approximate triples
[CCSD(T)], were also employed in this study but only
at the geometries optimized at the lower levels of
theory. Their MP2 results indicated, together with
earlier calculations at that level, that the equalized
structures are favored, but the more reliable CCSD-
(T)47 results prefer the strongly alternating struc-
tures by 2—3 kcal/mol for [18]annulene. These energy
differences are small, and the NMR experimental
evidence was critical in the conclusion of Wannere
et al. preferring the alternating form of [14]- and [18]-
annulene. According to their conclusions,!!” the al-
ternation in the [4n + 2]annulene series begins with
[14]annulene; therefore, the sequence of stable struc-
tures should be a to d to f to g in Figure 8.

Vibrational frequencies can be another indicator
of bond alternation as discussed in the previous
sections, although extracting geometrical information
from vibrational spectra is by no means unequivocal.
Nevertheless, the agreement with the experimental
IR spectrum is worse with a strongly alternating
structure based on the HF geometry, as compared
to the one obtained with an essentially nonalternat-
ing B3LYP geometry.'2° We have also calculated the
vibrational frequencies at the BHLYP bond-alternat-
ing minimum structure (C).1*8 A strong peak domi-
nates the calculated spectrum at 1041 cm™! (C—H
out-of-plane bending), while this is a minor peak in
experiment. In fact, the C; structure as obtained with
the BHLYP is nonplanar, which can generate a large
dipole moment change for out-of-bending modes. It
seems that further experimental and theoretical
studies are needed to resolve this issue.

It is interesting to note that the relatively less
widely used density functional KMLYP produces a
geometry that is less alternating than that obtained
by HF but more alternating than that obtained by
B3LYP. These three methods, together with BHLYP
and other similar methods, can be viewed as hybrid
functionals with different percentages of exact ex-
change. (HF is a limiting case with 100%.) The degree
of alternation is increasing with increasing exact
exchange content in the energy expression, as will
be discussed in section 2.4. This theme will be
discussed in more detail in sections 3.1 and 3.4, as it
has significant implications in choosing the appropri-
ate model chemistries for conjugated polymers, whose
band gaps are closely related to the magnitude of
BLA mentioned in the Introduction.

Previously unobserved, nearly degenerate, isomeric
forms of [16]- and [18]annulenes that differ in the
spatial arrangement of the internal hydrogens and
their internal C—C—C bond angles were observed
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recently,'*® adding new aspects to the traditional
understanding of aromaticity. Paratropicity and dia-
tropicity in [16]- and [18]annulene are quite sensitive
to the steric interactions involving their respective
internal protons. Theoretical analysis of these effects
on the degree of bond alternation would be of interest
in further understanding the properties of annulenes.

2.4. Alternation, Exchange, and Band Gap

Nonlocal exchange plays a central role in many
hybrid DFT calculations, especially for systems where
BLA is important. We will first review the relation-
ship between BLA and exchange for the case of PA,
where it appears in a rather pure and direct manner.
The presence of exchange modifies the relationship
between alternation and band gap as given in eq 2
for the case of HF type m-electron Pariser—Parr—
Pople (PPP) model.'*° The Fock matrix elements can
be expressed as:

b b
F_=H ™+ P, [(rsltw)] — 12 (rults)]
t;uzl W L(rs|tu rults
(10)

where, H,;" represents the one-electron core Hamil-
tonian matrix elements, Py, is the bond order matrix
elements, and the two electron repulsion integrals
are defined as:

(rsltw) = [ [ 72,51 1D 1,42 x,(2)Vry, dvy dv, =
(1) 7,2) [Vryg] 7,1 7,20

Here r, s, t, and u index the different atomic s-orbit-
als. According to the PPP model, 0— separation and
zero differential overlap (ZDO) approximation apply:

2,.5(1) %,(1) dvy = 0, for r = s, and (rs|tu) =
67‘3 étu (7‘7‘|tt) = ar‘s étu Vet (11)

which lead to diagonal and off-diagonal Fock matrix
elements as:

F,=H,”+ SP,y, — 1/2P (12)

rr ’Vrr

F.,=H °—1/2P

sr Vrs (13)
The next step is to apply the above equations to the
PA system. In PA, allowing for two different bond
distances, these indices can take on the values of 1
and 2 in each unit cell. (Prime refers to orbitals in
an adjacent unit cell as in formula 18.) Within the
first neighbor approximation and using PBCs, as
discussed in the Introduction, k-dependent Fock
matrix elements are obtained.?? For instance,

Fyy(k) = Fyy + €"Fyy = (Hy,™™ — 1/2Py57y5) +
e*(H,, ™ — 1/2Pyy y4y) (14)
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The direct band gap occurs at £ = z, and the band
gap can be expressed as:

E,= |12(H15,™ = Hyy ™) + (Poy var = P1av10)|
(15)

At Hiickel level, the nonlocal exchange term in eq
15 is absent, leading to a version of eq 2, assuming
an exponential dependence of the resonance integral
on bond distance:

Eg ~ |2(H12c0re _ H21'core)| ~ 2|180| |eXp (_ar12) —
exp(—arg;)| & 2|f| & [rg; — 1| (27)

Beyond Hiickel level, as in eq 15 of the PPP—SCF
theory, the second term is nonzero. It comes from the
bond order alternation wave!®® and leading to a
nonzero gap even at the nonalternating geometry. Its
value is

Eg(‘5 = 0) = |Pgy y91 — Pa1 712l = [Pgy — Pyl y19
(15)

The two bond orders Py (intercell) and Ps; (intracell)
remain different even in the limit of 6 = 0, which is
a reflection of a broken symmetry HF solution.!? A
further metallic solution of the SCF equations also
exists for the equidistant PA,®° but it is “singlet
unstable”,'1? signaling a propensity to a Peierls
distortion. For such a metallic solution, Ps; = Poq,
and E 6 = 0) is zero.

From a practical point of view, the alternating case
is more relevant. In that case, the band gap has a
large, relatively constant component coming from the
exchange term and another that is approximately
linear in 6. This feature can be also recognized in any
theoretical model, where the exact exchange is in-
cluded, such as B3LYP. Actual B3LYP calculations
with fixed values of BLA are shown in Figure 12,
where a sizable band gap is seen even at ¢ = 0. This
relationship between E, and BLA is essentially linear
when calculated at the BSLYP level with constrained
alternating geometry of PA.'1% This approximately
linear relationship indicates that the band gap
remains strongly dependent on the degree of BLA at
levels beyond Hiickel theory that include nonlocal
exchange. (The relationship is very different from the
one predicted for the effect of correlation on the gap
by eq 3.) However, for theoretical models that do not
include nonlocal exchange, the band gap of PA is
calculated to be unrealistically small. There are quite
a few publications in the literature that reflect this
problem of underestimating both the optimized BLA
and the corresponding band gap value, mostly due
to this inadequacy present in a large class of density
functionals.” Hybrid exchange, if the exchange con-
tent is carefully chosen, can overcome this dif-
ficulty.””15! Assuming that the exact exchange con-
tent is A, < 1, the corresponding gap will be reduced
accordingly to this approximate formula:

E(A,) ~ [2(Hy,™ — Hy ™) +
A (Py1 y9r — Pra 1)l (16)
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Figure 12. Relationship of band gap (E,) and BLA in PA,
obtained with B3LYP/6-31G* calculation with constrained
geometry and from oligomer extrapolation method. Re-
printed with permission from ref 119. Copyright 2004
Elsevier B.V.

For any given alternation value, one can find an A,
that adjusts the band gap close to the experimentally
observed range. Choi et al.”” have investigated the
dependence of the bond alternation and band gap for
polyenes by varying the exact exchange content of
the following density functional: (this is the Becke’s
one parameter hybrid functional,’®? B1)

E,=E>" + A (EPF — P (17

The optimized bond alternation values depend very
sensitively on A, as it was varied from 0 to 1, covering
arange of 0.065—0.12 A for ¢ in the case of the C1oHis
molecule. The dependence of the gap on A, is even
more pronounced producing gaps between 2 and 8
eV for CioHie. A, values around 0.2—0.6 provided
reasonable alternation and gap values. It is worth-
while to note that one of the popular Becke three-
parameter exchange (B3) density functionals'®? con-
tains 20% nonlocal exact (HF) exchange.

For the opposite reason, theories that rely on a
variant of full nonlocal exchange HF theory (A, = 1)
systematically overestimate the band gap of PA and
of all other conjugated polymers. These methods
include widely used semiempirical techniques, such
as AM1, modified neglect of diatomic overlap-
parametrization method 3 (PM3), and Zerner’s ver-
sion of the intermediate neglect of differential overlap
(ZINDO), neither of which is therefore recommended
for band gap calculations of conjugated polymers.
Comparisons of various representative theoretical
approaches as applied to PA are given in Table 1.
We analyze these data, with especially focusing on
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Table 1. Comparison of Various Theoretical
Approaches as Applied to PA

oligomer or BLA E

methodology band; A, (A) (e\‘;) ref
HF/STO-3G band, A, =1 0.150 154g
HF/6-31G* band, A, =1 0.137 154f
HF/6-31G* band, A, =1 0.130 7.34 99
HF/p-dz band, A, =1 0.117 6.61 166b
HF/ccpVTZ band, A, =1 0.123 167b
LDA/9s5p(C) band, A, =0 0.031 0.3 155¢
LDA/6-31G* band, A, = 0.010 0.11 99
BLYP/6-31G* oligomer, A, = 0 0.015 0.14 77
BLYP/6-31G* band, A, =0 0.018 0.17 99

BLYP/6-311G*
O3LYP/6-31G*
B3LYP/6-31G*
B3LYP/6-31G*
B3LYP/6-31G*
B3LYP/6-311G*

oligomer, A, =0 0.025 0.46 77
band, A, = 0.12 0.040 0.70 99
oligomer, A,=0.20 0.051 1.10 119
oligomer, A, = 0.20 0.048 1.00 77
band, A, = 0.20 0.058 1.25 99
oligomer, A,= 0.20 0.053 1.17 77
B3LYP/6-311G* oligomer, A, = 0.20 0.059 151
B3LYP/6-311G* band, A, = 0.20 0.057 1.24 99
B3P86—30%/CEP-31G* oligomer, A, = 0.30 0.064 1.57 163

BHandH band, A, = 0.50 0.084 3.19 99
KMLYP/6-31G* band, A, = 0.557 0.087 3.61 99
MP2/6-31G* oligomer 0.050 162
MP2/6-311G* oligomer 0.062 151
MP2/p-dz band 0.082 2.75 166b
MP2/ccpVTZ band 0.074 167b
UNO-CAS/6-31G* oligomer 0.110 154f
CCSD/ccpVTZ band 0.095 167b
CCSD(T)/ccpVTZ band 0.086 167b
PW91PW91/plane wave band, A,=0 0.024 0.21 168
DFT-LMTO band, A, =0 0.061 2.7 160b
DFT-LMTO band, A= 0 0.10 0.6 160a
experiment 0.08 76a
experiment 0.08 76b
experiment 0.09 76d
experiment 0.07 76¢c
experiment 1.48 T8¢

@ Estimated from Figure 21 of ref 161b.

the role of exact exchange content (value of A,) on
BLA and band gap.

We first note that the oligomer approach provides
essentially the same information if extrapolated to
infinity, as the k-space based band theory does. The
geometry converges faster, because the frontier orbit-
als are more influenced by end effects than the
geometry of the central repeat unit. Still, extrapo-
lated values from oligomer calculations and values
from band calculations do not exactly agree with one
another. These differences are due to a number of
factors, including lattice sum approximations in the
band calculations and, naturally, on the other hand,
the finiteness of the oligomers. Note that end effects
may play important and counterintuitive roles, as
will be discussed for systems with two valence
tautomeric ground states, an aromatic and a quinon-
oid, in section 3.3. For the rest of the discussion, we
turn to the role of the level of theory and nonlocal
exchange. Generally, HF methods have the largest
alternation, hybrid methods with A, values around
50% are next, which are followed by coupled-cluster,
singles and doubles (CCSD), MP2, and B3LYP (the
latter has an A, value close to 20%). Local density
approximation (LDA) and BLYP (with A, = 0) yield
the smallest BLA and E,. The agreement with
experiment is best by CCSD, BSLYP, and MP2.

HF methods predict!® a sizable BLA for PA. The
calculated double bond is in the range of 1.32—1.37
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A, and the single bond is within 1.43—1.48 A. The
BLA values at HF level depend on the basis set, but
all HF values are significantly larger than the
experimental range,’® which is around 0.07—0.09 A.
The calculated band gap based on Koopmans’s theo-
rem is unacceptable being several times larger than
the experimental value.

Because of the limited performance of the HF,
density functional methods have played a major role
recently in the calculations on extended systems,
which provide an affordable way of accounting for the
important correlation effects at practically manage-
able computational costs. Mintmire and White!%®
studied the dimerization problem of all-trans-PA
within the LDA formalism employing the Gaspar—
Kohn—Sham exchange-correlation potential. The BLA
obtained is much smaller than the experimental
value by roughly a factor of 3. Other LDA studies!®®
also gave similar results: small bond alternation and
a small band gap. The origin of this disagreement is
associated with the well-known feature of LDA
methods, which underestimate band gaps in insula-
tors and semiconductors.’®” The introduction of gra-
dient corrected (GGA) density functionals did not
improve the performance of DFT in this respect
significantly.'®® This may be linked to the treatment
of nonlocality and asymptotic behavior by the existing
density functionals leading to too small band gaps.%®
An exception may be the result of Springborg et al., 6%
who used a first-principle density functional LMTO
(linearized muffin-tin orbital) method for PA. The
exchange and correlation effects were treated by the
local approximation of von Barth and Hedin.!6!
Through this method, they obtained reasonable al-
ternation and band gap for PA. This method still
needs further testing and validation to become more
widely used.

These comparisons show that relative to the HF
methods, local and gradient-corrected DFT overesti-
mate the correlation effect without exact exchange
mixing. A reasonable compromise is to use hybrid
DFT schemes by mixing a certain empirically ad-
justed percentage (A,) of exact HF exchange into the
DFT exchange functionals. As discussed in connec-
tion with eq 16, this correction frequently leads to
better agreement between theory and experiment.
With one of the currently popular hybrid DFT func-
tionals, BSLYP, Choi and Kertesz’” showed that the
BLA of PA obtained from the extrapolation of poly-
enes was 0.05 A, in good agreement with MP2
calculations.’? Salzner and co-workers'®® used the
Becke’s three parameter hybrid density functional,
with Perdew 86 nonlocal correlation functional
(B3P86) formalism with A, = 30% of exact exchange
mixing to study PA by extrapolating polyene oligomer
calculations. They showed that the central unit of a
polyene with 24 carbon atoms has a double CC bond
length of 1.380 A and a single CC bond length of
1.444 A, which are close to the experimental PA
values of 1.36—1.39 and 1.44—1.46 A, respectively.
The extrapolated B3P86 band gap was 1.57 eV, very
close to the experimental value of about 1.5 eV.” The
BLA value from the B3 hybrid functional seems a
little smaller, but the band gap value is accurate!!®
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when experimental geometry is used in the calcula-
tion. This may be linked to the fact that the three
parameters in the B3 scheme were determined by
using atomization energies, ionization potentials, and
other atomic energies.!%* Application to heteroaro-
matic systems shows that exact exchange mixing that
is significantly larger than 30% leads to energy gaps
that are too large.16?

Many body perturbation theory (MBPT) in the
second order (MP2) gives also a reasonable BLA
value for PA.1% As to the band gap, the MP2 value
is still too large, but at least it is in the right order
of magnitude. Going to the fourth order of perturba-
tion theory, MP4 did not improve the results much
further.'%” Yu'®™ used coupled-cluster methods, CCSD,
and CCSD(T), and also obtained satisfactory BLA
values for PA, although they are not affordable for
most systems.

It has been occasionally noted in the literature that
the geometry optimization of a band calculation
depends very sensitively on the number of k-points
used to represent the BZ. This may not be surprising
for complex three-dimensional (3D) metallic systems,
where the question whether a particular £-point of a
band is occupied or not may influence the results.
However, this argument would not hold for PA or
similar systems, such as polydiacetylenes (PDAs).
Therefore, one would expect that for very simple band
structures with a sizable band gap, such as PA or
similar systems to be discussed in the next section,
the number of k-points would affect the optimized
geometry only slightly. It appears to us that in all
cases when this problem has been observed, the level
of theory was either LDA, GGA, or a similar theory
without exact exchange contribution (A, = 0). There-
fore, the small band gaps, associated with such a
situation, provide only a small driving force toward
alternation that becomes sensitive to the sampling
of the band in the vicinity of the gap. For instance,
Sun et al.’8 observed that by increasing the k-point
set from 20 to 100 k-points, the optimized bond
alternation is reduced from 3.5 to 1.5 pm using a
GGA form of DFT and a plane wave basis set.
Moreover, the calculated alternation depends strongly
on the smearing parameter, which is used to simulate
nonzero temperature in band calculations. Some
inconsistencies in the literature regarding the value
of the alternation may be also related to the under-
sampling of k-space in such LDA or LDA-like calcu-
lations. We think that one possible remedy is in using
better density functionals with 20—30% exact ex-
change mixing leading to better overall results and
better convergency properties with respect to k-space
sampling, as indicated by the results on various
polymers and annulenes discussed above.

3. Conjugated Polymers

A large number of conjugated polymers have been
synthesized and studied in the last two decades.
Their structures, electronic structures, and numerous
properties have been reviewed extensively.!% A few
representative structural formulas are shown in 26.

In addition to BLA, several other factors influence
the band gaps of these complex systems. Most of the
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factors involved are normally interdependent; no
general formula can be given. For instance, as in the
case of poly(thiophene), PTh, and poly(pyrrole), PPy,
heteroatoms affect the gap by both influencing the
degree of BLA and mixing of the heteroatom orbital.
The latter can be viewed as a direct heteroatomic
effect. For purely interpretative purposes, based on
the perturbation approach of qualitative MO theory,
the following qualitative formula expresses the main
contributions affecting the band gap:'™

— topol Ar 7 arom sub error
E,=E/° +E> +E+E " +E, +Eg(18)

where E,**! is the topological band gap, E," is the
contribution from BLA or geometry relaxation along
the main chain (including a large exchange contribu-
tion), E,’ is a contribution arising from the effect of
ring torsion (nonplanarity), E,2™ is owing to the
presence of an aromatic ring along the chain, which
limits s-electron delocalization outside the ring, E 5
comes from substitution effects, and E,"" normally
includes geometry defects, disorder, and interchain
interactions. Bond distances play a key role in those
cases, when the topological band gap is zero, e.g., PA
or polyacene. However, the strong coupling of the
frontier orbital(s) remains important even if the
topological band gap is not zero, as is the case for all
polymers in 26, except PA. Therefore, the geometry
influences the band gap directly.!” This is especially
evident for polymers with two possible ground states,
as will be discussed in the following sections.

3.1. PDA: A Prototype Conjugated Polymer with
Two Nondegenerate Ground State Structures

First, we discuss the energetics and structures of
a family of simple linear chain systems that are
closely related to PA. These polymers are the PDAs,
which can be represented in two alternative struc-
tures, the acetylenic (27) or A-PDA form, and the
butatrienic (28) or B-PDA form. The alternation
pattern is shifted in these two nondegenerate valence
tautomers. This is in contrast to PA, where the two
degenerate forms can be transformed into each other
by shifting the alternation pattern from the even to
the odd bonds or vice versa. Therefore, in the PDA
case, there is no hypothetical equidistant form with
a zero band gap; therefore, the concept of the Peierls
distortion is not directly applicable. Polymers with
this property constitute a large class of “nondegen-
erate ground state polymers”.1”2 We will discuss key
results regarding PDA, which is the best-studied
system in this class. The conclusions regarding PDA
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will have important implications to other, practically
more important nondegenerate ground state poly-
mers, such as polythiophenes, polypyrroles, poly-
anilines, poly(p-phenylene)s, and their various co-
polymers with varying degrees of aromaticity.

27 28

A number of crystalline PDAs have been synthe-
sized via topochemical polymerization allowing the
determination of their structures by single crystal
X-ray diffraction.'”™ There are variations in the
observed structures of the main carbon skeleton, but
all observed structures correspond to the acetylenic
(27) structure.'” There is an obvious connection to
the electronic structure of PA,'”? the main difference
being that the two sp (rather than sp?) hybridized
carbon atoms in each repeat unit create a locally
different environment relative to their neighbors.
This disruption of conjugation would create a nonzero
band gap even if the Peierls distortion would not be
operative. This built in difference with respect to PA
also ensures a substantial energy difference between
the two alternative forms. By mere inspection, one
would likely find 27 to be the more stable form,
because here the localized 7-bonds between the two
central sp carbon atoms in each cell are in phase with
the bond alternation dictated by the Peierls distortion
of the PA-like delocalized m-electron system. This is
in agreement with what has been found experimen-
tally and theoretically so far. Nevertheless, it is
intriguing to explore this structural isomerism of the
two alternative forms of PDA, because it shows
similar features displayed by the structural isomer-
ism of other conjugated polymers with more complex
structures, such as PTh (29, 30), polyisothianaph-
thene, PITN, (31, 32), and many other thiophene,
pyrrole, or furan based conjugated polymers and
other systems. Compounds 29 and 31 are forms that
can be called, for the sake of simplicity, the “aro-
matic” (A) form, while 30 and 32 can be called
“quinonoid” (Q) forms. In reality, the actual geom-
etries are usually between these two extremes, and
in some circumstances, these extreme forms cannot
be defined unequivocally. For instance, the structure
and properties of poly(para-phenylene), PpP, or poly-
(p-phenylenevinylene), PpPV (26), can be discussed
in these terms'”® even though the quinonoid valence
tautomeric forms in these two cases are high energy
structures. Figure 13 shows the schematic behavior
of the PES along the generalized reaction coordinate
connecting the two forms of PA (degenerate case) and
PpP (nondegenerate case). There are local excitations
in which the structures of the repeat units resemble
those of the higher energy structure. An example of
such a “polaron” would be a few rings with Q
structure for polythiophene plus a few rings with
intermediate structures so that the excitation rep-
resents a localized deviation from the otherwise
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Figure 13. Schematic potential energy curve along the
reaction coordinate connecting two forms of a conjugated
polymer. Top: PA, degenerate case; bottom: PpP, nonde-
generate case. Reprinted with permission from ref 172.
Copyright 1986 Marcel Dekker, Inc.

aromatic (A type) polymer. These types of local
excitations, which can be created by optical means
or by doping (charge transfer), are very important
in interpreting a number of properties of the undoped
(pristine and nonconducting phases) as well as the
highly doped (conducting phases) conducting poly-
mers, 177,178

Several investigators emphasized the strong cou-
pling between the generalized reaction coordinate,
connecting these two idealized structures, and the
energy levels of the frontier orbitals.1™18 This “elec-
tron—phonon” coupling is strong, essentially linear,
and somewhat analogous to the case of PA, as
expressed by eq 2. The generalized reaction coordi-
nate in question connects the A and Q forms (or the
A-PDA and the B-PDA forms in case of PDA), and it
primarily involves the change of the BLA along the
carbon skeleton of the long polymer backbone chain
and is related to a level crossing of the HO and LU
pair of orbitals.!®! We shall denote this coordinate as
gap for PDA and gaq for the aromatic—quinonoid
pairs, as in 29 and 30. This coordinate can be
approximated by a linear path, assuming that the
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Table 2. Theoretical and Experimental CC Bond
Distances and Band Gap of the Acetylene Form of
PDA (A-PDA, 27)*

ri2 ro3 ryv BLA E

methodology @ A A A @) ref
HF/7s3p/3s 142 119 1.32 0.17 182
HF/6-31G 1.424 1.200 1.337 0.156 7.68 185
HF/6-31G* 1.430 1.193 1.331 0.168 8.00 185
MP2/6-31G 141 123 1.37 0.11 151
MP2/6-31G//HF/6-31G* 1.430 1.193 1.331 0.168 5.89 185
MP2/6-311G 142 123 1.37 0.12 188
BHandH/6-31G* 1.399 1.207 1.344 0.124 3.67 99
B3LYP/6-31G 1.403 1.228 1.371 0.104 1.72 185
B3LYP/6-31G* 1.401 1.224 1.368 0.105 1.68 185
PBE/plane wave 1.39 123 1.38 0.09 191
BLYP/6-31G* 1.395 1.240 1.392 0.079 0.55 99
experiment 143 119 136 0.16 174a
experiment 143 118 137 0.16 174b
experiment 144 121 133 0.17 174c
experiment 141 121 136 0.13 174d
experiment 143 119 136 0.16 20 174e

2 The BLA is defined as 0 = ris — (reg + r41)/2, where the
labels refer to the numbering in 27.

coordinates of the A form are ga and those of the Q
form are qq:

qaq = 9a T algq — qn) (19)

The analogy with PA is apparent (gaq reduces to gpra
for PA), but the key difference is that the two
structures associated with g and qq are not degener-
ate, leading to a different band gap behavior.
Karpfen!® has shown that the two alternative
structures of PDA can be connected with each other
via such a simple linear generalized coordinate that
transforms all triple and single bonds in A-PDA into
double bonds and all double bonds in A-PDA into
single bonds. Karpfen used hydrogen atoms to rep-
resent the side groups in his early HF CO calcula-
tions and found a small barrier close to the higher
energy (butatrienic) form. The acetylenic form is
found to be significantly more stable than the bu-
tatrienic form in other studies as well.’®® This transi-
tion, moving from the acetylenic form (27) to the
butatrienic form (28), connects the frontier orbitals
of the two valence tautomers through a level crossing,
as shown in 33 and 34, leading to an energy barrier
on the PES along the gaq reaction coordinate. The
level crossing'® can be understood entirely by focus-
ing on the PA like pattern of all four m-orbitals
represented in 33 and 34. A very similar level
crossing occurs for the A—Q pair of PTh (35 and 36)
and PITN (87 and 38), which will be discussed in
detail in the next section. Representative calculated
optimized geometries and band gaps for A-PDA are
collected in Table 2 and compared with experiments.
Bond alternation values correlate with the percent
exact exchange content, although less clearly as in
the case of PA, due to the localized bonding provided
by the m,-orbitals of the central sp—sp bonds. The
alternation values and the corresponding band gaps
follow similar trends as for PA. It is worth noting that
the experimental uncertainties of the bond distances
are rather large for these systems for a variety of
reasons, as discussed by Enkelman, including various
influences of side groups, imperfect polymerization,
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Table 3. Theoretical Geometry and Band Gap of the
Butatriene Form of PDA (B-PDA, 28)¢

7‘}2 7‘23 r%y BLA Eg

methodology ~ (A) (A  (A) A (V) ref
HF/STO-3G 1.32 124 146 —0.03 182
HF/7s3p/3s 1.32 125 1.44 -0.03 182
HF/3-21G 1.314 1.249 1.451 —-0.030 185
HF/6-31G 1.322 1.256 1.449 -0.031 185
HF/6-31G* 1.317 1.255 1.453 —0.037 185
MP2/6-31G 1.38 125 1.42 0.05 151
MP2/6-311G 1.34 127 148 —0.035 188

BHandH/6-31G* 1.332 1.244 1416 0.002 1.71 99

¢ The BLA is defined as 6 = ris — (reg + r41)/2, where the
labels refer to the numbering in structure 28.

and lack of anisotropic thermal vibrational correc-
tions for the bond distances.!8
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The alternation pattern of the bond distances in
33 stabilizes the A, orbital and destabilizes the B,
orbital in a similar manner as the two degenerate
nonbonding s-orbitals are split by the Peierls distor-
tion in PA as shown in Figure 9. The roles are not
entirely reversed in 34, because the middle (triple)
bond becomes longer than but not as long as a single
bond. Consequently, the band gap of B-PDA is much
smaller than in A-PDA, as shown in Table 3, and its
total energy is correspondingly higher.

Tobita et al.!8% have extensively explored the PES
of the A- to B-PDA transition. They also reviewed the
theoretical literature on PDAs before 2001. They used
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a number of methods including HF, BSLYP, and MP2
with different basis sets. Their main conclusion
confirmed the earlier HF results of Karpfen insofar
as two minima were found at the HF level. However,
Tobita et al. noted that at higher levels of the theory,
only A-PDA is a true minimum on the PES when
using MP2 or B3LYP. They also obtained satisfactory
agreement between the calculated and the ob-
served!® vibrational frequencies. However, the agree-
ment is not sufficiently close to serve as a basis of
fully confirming the structural predictions.

Suhai'®” has used correlation methods and exciton
theory to describe the electronic excitations in PDA.
Tobita et al. also addressed the issues of excited
states and band gaps. They concluded that the hybrid
DFT (specifically the BSLYP functional) provides
much better band gap values than HF or MP2.187.188
Table 2 compares a few calculated band gap values
together with experimental ones. The nature of the
exciton binding energy remains an interesting prob-
lem for PDA and other conjugated polymers, but its
discussion would lead too far from the main subject
of this review.'8® Other properties, such as polariz-
abilities, are of great interest but remain also chal-
lenging to calculate for PDA and similar polymers.!?°

Recent detailed calculations reinforced the conclu-
sion that A-PDA is much more stable than B-PDA
by using several alternative density functionals.!®!
The key observation from this study was that the
PES has a very small barrier close to the higher
energy butatrienic form, in agreement with Ham-
mond’s principle. The second minimum is very sensi-
tive to the level of theory and does not appear as a
minimum for most, such as BSLYP, in agreement
with the findings of Tobita et al.’®® The presence or
absence of the second minimum is also sensitive to
the number of k-points in the BZ sampling, which is
a disturbing feature indicating that this is a rather
subtle feature on the PES. The situation is somewhat
reminiscent to the critical n. value discussed in the
“transition” from alternating to nonalternating ground
states for [4n + 2]annulenes in section 2.3. Either a
higher level of theory or a particularly well-param-
etrized DFT would be needed, which would likely
produce very accurate bond alternation, band gap,
and ultimately accurate energy values for the two
forms of PDA.

In contrast to earlier studies,'®> Katagiri et al.
found that side groups might have a noticeable effect
on the band gaps and PES.!! This issue is relevant
in searching for new forms of PDA with tunable
properties. Because of the level crossing associated
with the transition between the two forms, the band
gap is sensitive to the location of the minima. The
closer the structure to the level crossing, the smaller
the expected band gap may become. Thus, a form of
band gap engineering may become possible, by utiliz-
ing side groups, cross-links, and ladder type topolo-
gies. This will be explored in the next section before
turning to heteroconjugated polymers.

3.2. Ladder Polymers and Networks Built from
Polyenes and PDAs

On the basis of the principles developed above, one
should be able to analyze and predict the properties
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Figure 14. Two frontier orbitals, HOCO and LUCO, of
the ACPDAL (89). R’s refer to substituents.

of more complex ladder structures and 2D,'3 even
3D, networks that maintain a high level of conjuga-
tion.!%* Because of the large number of possibilities,
many networks can be imagined; there is much work
to be done.!%®

PDA chains are synthesized through repeated 1,4-
additions of substituted diacetylenes in a solid state
polymerization process.!”® When oligoynes with dif-
ferent sizes or longer oligoynes are used as monomers
in the polymerization, PDA ladders, or even 2D, 3D
diacetylene networks, may be formed. A typical
structure of such a ladder, an acetylene coupled poly-
substituted-diacetylenic ladder (ACPDAL) is illus-
trated in 39. The acetylenic steps of the “ladder” can
be replaced by longer oligoyne units with the formula
—(—=C=C—),—.1%8 Structure 39 corresponds to the s
= 1 case. The PDA chains may be coupled every one,
two, or more diacetylene units along two “rails” of
the ladder. When s = 2, the system can be called a
diacetylene coupled polydiacetylene ladder (DACP-
DAL, 40), which is the only one that has been
obtained experimentally so far.’®” This system has
also been extensively studied by a series of spectro-
scopic techniques.'%2% The properties of the ladder
can be further tuned by substitutions at the side
group R. Generally, one would expect that the
couplings through the oligoyne units add extra
conjugation pathways for these ladder polymers,
relative to the parent pair of PDAs.82 This coupling
would be qualitatively different from the case of
polyacene, as discussed before, because in that case
the frontier orbitals are localized on the edge carbons.
However, in this case, the interchain interaction
between the two PDA “rails” of the ladder mediated
by the oligoyne “steps” of the ladder lead to a
significant splitting of both the highest valence band
and the lowest conduction band of the PDA single
chain. As a result of the splitting, one expects that
the band gap of the ladder system will be reduced as
compared to the PDA chain. This can also be seen
from a qualitative CO analysis as shown in Figure
14. The HOCO level of the ladder system is raised
due to the in phase interaction between the two
orbitals on the PDA “rails”, which is communicated
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through the acetylene linking “steps”. Similarly, the
LUCO level of the ladder system is reduced, due to
an out of phase interaction. Therefore, the band gap
of the ladder system is reduced substantially. With
PBC calculations at the B3LYP/6-31G* level, the
band gap of ACPDAL, 39, is reduced significantly to
0.68 eV,?°! as compared to 1.68 eV, the gap of the
PDA single chain when calculated at the same
level.'8% The further change from 39 (s = 1) to the
next member of the series with s = 2 (DACPDAL,
40), is modest, giving a band gap of 0.79 eV. Longer
linking steps (larger s) give rise to less coupling and
therefore less gap reduction relative to the PDA
backbone reference system.

40

When the PDA chains are replaced by PA chains,
a new class of ladder systems can be imagined. The
steps of the ladder will remain oligoynes rather than
oligoenes, because of steric effects in the case of the
latter. The simplest member is 41. A dimerlike unit
has been characterized by X-ray single crystal dif-
fraction, showing two oligoene “rails” connected by
three “steps” of a molecule that can be thought of as
the beginning of a ladder.?°2 A trend similar to the
one observed for the PDA ladders is expected. The
band gap of acetylene coupled polyacetylene ladder
(ACPAL, 41) is reduced to about 0.4 eV, as compared
with 1.25 eV for PA single chain, with both values
calculated from the PBC calculation at the B3LYP/
6-31G* level 20!

41

Several different forms of low band gap ladder
polymers have been studied. Planarized poly-p-phe-
nylenes (PLPpP, 42) are important, as they represent
a more complete z-delocalization than the nonpla-
narized version, PpP (26). Their properties have been
reviewed by Scherf,?3 together with the electronically
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more interesting ladder type poly(arylenemethine)
polymers, 43. These latter systems display a Peierls
type distortion due to the seventh (odd) m-electron
in the chemical repeat unit, leading to an alternation
of the aromatic and quinonoid structures along the
chain.’® (The repeat unit formula for polymer 43
shows two such units with 14 z-electrons after the
Peierls distortion has been taken into account. Tech-
nically, the method of “band backfolding” relates the
energy bands of the doubled unit cell with those of
the smaller unit cell with a screw axis of sym-
metry.2°4) The calculated LHS band gap is small as
compared to that of PA, between 0.7 and 0.9 eV, while
the bandwidth is still sufficiently large to allow for
charge carrier delocalization along the polymer chain.
The agreement with experiment is reasonable.20®
Recent calculations on derivatives of these systems
focused on the control of the gap by using side
groups.?% Interesting, but experimentally yet uncon-
firmed, predictions of magnetism in these polymers
stem from a very narrow band near the Fermi level
obtained in the calculation.

oA

42

R R
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There is much work that is underway in various
laboratories. Successes of the synthetic strategies of
Diederich at al.’® indicate that more ladder and
other 2D s-aromatic systems are becoming viable. A
resurgence in the synthesis of dehydrobenzoannu-
lenes opened opportunities for making new annulene
networks.2%” In the next two sections, we will turn
to another family of polymers that exhibit two non-
degenerate ground states. First, we discuss some
general trends based on oligomer considerations.

3.3. Oligomer Size Dependencies of Conjugated
Heteroaromatics

As discussed in the case of PDA, the calculated
relative stability of A-PDA vs B-PDA depends on the
level of theory. The same is true for other polymers
(26) with two different ground states, such as PTh
and PITN.

An oligomer-based method has been developed to
deal with this problem, based on the proposition that
the ground state of an oligomer can be switched from,
say the aromatic (A) form to the quinonoid (Q) form
by replacing a singly bonded terminal —H (or —CHj)
group by another terminal group connected to the last
repeat unit by a double bond, say =CHs at both ends
of the oligomer. This substitution switches the alter-
nation pattern from A to Q, e.g., from 29 to 30, as
shown in 44 and 45. A similar “forcing” of the A or Q
structures by terminal groups is shown in 46 and 47
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for the PITN polymer (31 and 32). By varying the
number of chemical repeat units, n, between the two
kinds of terminations, one arrives at two series of
oligomer molecules:

H-[RY - H (20)
and
H,C=[RY=,CH, (21)

where R* and R® represent the two valence tauto-
meric structures of the very same chemical repeat
unit R. Their respective energies, at any given level
of theory, are EA(n) and EQ(n). Assuming that the
oligomer approaches the polymer with increasing
size, the incremental change of the energy after the
virtual insertion of the next repeat unit yields a per
repeat unit (pru) energy for both series:
E.(n)=En) — E%n — 1) and E} (n) =

En) — E%n — 1) (22)
If n is sufficiently large, this E,.(n) value should

S S

44 45
s s
H@FH HZC®CHZ
46 47
be the same as obtained by PBC total energy calcula-
tions. Actually, this fact can be exploited for testing
periodic computer codes. Fast convergency of variants
of this method as a function of n has been noted in
many cases.?’® This method can be used to establish
which of the two alternative forms are more stable
by calculating the difference series:
Ei(n) =E*n) — E¥n) (23)
The method relies on the difference (eq 23) of differ-
ences (eq 22). Applications of this method?*® have
helped to confirm the preference of the A form for
PTh, PpP, and PPY and the Q form for PITN, in
agreement with MNDO level band theory total
energy calculations.'’® The oligomer method not only
informs which of the two is more stable but it also
gives an estimate for the relative pru energies as
defined in eq 23.

The orbital interpretation of the stability change
from the A to the Q form is straightforward using
PBC and is given in 35 and 36 for PTh and in 37
and 38 for PITN. Note that by comparing the A forms
(35 and 37) one notices a relative destabilization due
to the fused rings in each chemical repeat unit, while
the opposite trend occurs for the Q forms (36 and 38).
This trend can be extended to further fused rings,

such as in poly(isonaphthothiophene), ete.219 Accord-
ingly, the perturbative effects of the fused aromatic
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Figure 15. Variation of optimum bond lengths (r;) along
ITN oligomers with different numbers of monomers (). The
value of n is indicated by bold face numerals. Solid lines
are used to connect dots representing bond lengths of a
given oligomer. The dashed line separates the regions that
can be called aromatic (A) and quinonoid (Q). Reprinted
with permission from ref 212. Copyright 1990 American
Physical Society.

rings stabilize the quinonoid form of the thiophene
unit. Further calculations and experiments confirmed
this switchover, although ambiguity remains because
the experimentally made oligomers and polymers are
not terminated by double bonds, as would be required
to have a uniform quinonoid structure throughout the
whole PITN chain.?!!

This problem can be best understood by the in-
sightful model calculations by Kiirti and Surjan.?!2
They have done a series of oligomer calculations on
PITN but used a termination that is not a double but
a single bond (—H). Thus, for short oligomers, the
structure is clearly aromatic (46). However, as the
length of the oligomer is increased in the calculation,
the geometry in the middle segment begins to deviate
from the aromatic bond pattern and starts to re-
semble that of the quinonoid form as can be seen in
Figure 15, where the interring bond lengths, r;, are
used to characterize the aromatic or quinonoid nature
of the two repeat units adjacent to the i-th bond. As
n increases, the development of the quinonoid type
structure in the center is clearly recognizable, and
beyond n = 10 or so units, the geometry of the middle
segment starts to converge. The two end groups
remain aromatic with a smooth transition toward the
middle quinonoid units. These calculations show the
limitations of the oligomer method in obtaining
an estimate for the pru energy difference, EAﬁ(n),
showing that the estimate will depend on n. Never-
theless, the oligomer approach provides direct infor-
mation on the preferred structure or tautomeric form.
Furthermore, the middle segment can be used, if
sufficiently large, for structural predictions for the
infinite chain.

A note on the level of theory is in order. The
marked structural differences between the middle
segment and the end groups emerge only for oligo-
mers with several unit cells, and thus, this type of
calculation requires relatively large resources if they
are done at higher levels of theory. Kiirti and Surjan
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used a form of the LHS Hamiltonian. It includes only
a distance-dependent mz-electron Hiickel term and a
distance-dependent restoring force due to o-electrons.
A better known version of essentially the same model
is the Su—Schrieffer—Heeger Hamiltonian.?!3 Both
are capable of describing the alternation and the gap
if properly parametrized.

The oligomer method has also been used frequently
in obtaining extrapolations for properties of polymers
other than stability or total energy, most commonly
for the band gap, E,;. The method often relies on an
asymptotics, such as

Eyomo-Lumo(®) ~ E, + const/n + ...

where the oligomer HOMO—-LUMO gap approaches
the band gap of the infinite chain. However, devia-
tions from this size dependency have often been
observed.?1:211.214215 The difficulty of the oligomer
method can be appreciated by referring to Figure 15.
As the chain length is increased, the central part of
the system resembles the polymer more and more.
However, a mixture of aromatic, quinonoid, and
intermediate repeat units, each with its unique
contribution toward the frontier and other orbitals,
generally leads to a rather complex behavior as a
function of 1/n.

3.4. Aromatic vs Quinonoid Structures of
Conjugated Polymers

Several investigators have used the oligomer ap-
proach to obtain the geometry of the polymer repeat
unit by focusing on the central units of large oligo-
mers and then using these as the starting point of
energy band calculations based on that geometry
without further geometry optimization. This process
provides reliable results for the ground state.

There have been a number of applications of these
ideas to heteroconjugated polymers.2'¢ Oligomers of
various sizes are used, applying standard quantum
chemical techniques such as AM1, MNDO, or even
B3LYP, often followed by a band calculation using
either a tight binding method, such as extended
Hiickel, 15217 or a DF'T method.!1%163.218 A recent study
by Tachibana et al.2® shows how the aromatic vs
quinonoid competition, discussed in section 3.3, can
be efficiently dealt with in oligomer calculations with
large repeat units. In this representative calculation,
first the geometry of large oligomers is optimized
with MO methods. If the oligomers are sufficiently
long, the middle segments are assumed to be char-
acteristic of the polymer repeat unit. This is then
followed by extended Hiickel band calculations in
order to obtain the energy bands of the polymer.
Tachibana et al. applied BSLYP level oligomer cal-
culations for the smaller models and used PM3 for
the larger ones due to computer time limitations.
Overall, this mixed strategy seems to work well and
provides sufficient accuracy for interpreting the
experimental results for various aromatic, quinonoid,
and mixed polymers. As mentioned in connection
with PA, the oligomer and the band (PBC) methods
converge to each other and are often used separately
or in combination.
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Figure 16. Total energy curves of polythiophene along the
linear reaction coordinate connecting the two minima (A
and Q), obtained by four different theoretical methods. A
and Q are determined from HF potential surface. a is the
% quinonoid character, representing a linear reaction
coordinate defined in eq 19. The 6-31G* basis set was used
with PBC calculations.
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Figure 17. Schematic PES of an unsubstituted polymer
with repeat unit P and substituted or modified polymer
with repeat unit P'. The horizontal axis corresponds to a
generalized coordinate (g) connecting the aromatic form (A)
with the quinonoid form (Q). Continuous lines indicate the
PES at one level of theory where both minima exist for both
P and P', while at some other level of theory, indicated by
the dashed lines, only one minimum is present.

This mixed approach yields results that on the one
hand help interpret the experimentally available
band gap values and can also be used for exploratory
predictions. Tables 4 and 5 give a small selection of
experimental??° and predicted band gaps obtained by
the oligomer or band methods.?1%-221.165 Data in Table
4 refer to primarily aromatic structures, while those
in Table 5 refer to quinonoid ones. The existence of
aromatic rings in the monomer usually enlarges the
band gap of the corresponding polymers relative to
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Table 4. Typical Aromatic (A) Conjugated Polymers and Their Band Gaps (in eV)

Kertesz et al.

theory experiment
entry structure
methodology E, ref E, ref
B3LYP/6-31G*//PM3, oligomer 2.81 119
B3LYP/6-31G*, band 3.08 99
48 ‘(’@"n— Hiickel//MNDO, band 2.74 170 3.0 220a
EHT//MNDO, band 3.44 217a
VEH, band/MNDO, oligomer 2.90 217b
B3LYP/6-31G*//PM3, oligomer
1.90 119
B3LYP/6-31G*, band
2.05 99
EHT, Band // PM3, oligomer
J\ 2.05 219
s~ T TD-B3LYP/6-31G*, oligomer
29 1.60 216 2.1-22  220b
ZINDO//B3LYP/6-31G*,
PTh 1.78 216
oligomer
1.83 227
Hiickel//MNDO, band
2.30 163
B3P86-30%/CEP-31G*, oligomer
B3LYP/6-31G*, band 2.42 99
/O\ > B3LYP/6-31G*//PM3, oligomer 2.13 165
49 2.4 220d
EHT//PRDDO, band 2.93 217a
PF
B3P86-30%/CEP-31G*, oligomer 2.67 163
B3LYP/6-31G*//PM3, oligomer 2.38 119
]\ B3LYP/6-31G*, band 2.88 99
N n
50 H Hiickel/MNDO, band 2.95 227 2.8 220c
PPy EHT//MNDO, band 3.18 217a
B3P86-30%/CEP-31G*, oligomer 3.16 163
O/ \O B3LYP/6-31G*, oligomer 1.61 165
7\ B3LYP/6-31G*, band 1.83 99
51 S 1.6-1.7  220f
S B3P86-30%/CEP-31G*, oligomer 2.06 218
PEDOT DFT/plane wave, band 1.04 221b

PA as can be seen from the data in Table 4. On the
other hand, some quinonoid polymers have band
gaps, smaller than that of PA. At this point, no simple
intuitive procedure exists that can provide similarly
reliable results. It appears that only high level
calculations can answer the question whether the
aromatic or quinonoid structure is the ground state
and then provide further electronic structure infor-
mation, such as the band gap.

The preference of an aromatic or quinonoid ground
state is related to the presence or absence of the
second minimum on the PES of the systems listed
in Tables 4 and 5 and similar conjugated polymers
and copolymers. A key issue is how and under which
circumstances chemical modifications can switch the
relative stability of the A and the Q forms.

As discussed in connection with the example of
A-PDA and B-PDA, the existence of one or two local

minima on the PES is dependent on the model
chemistry employed. Figure 16 shows the 1D PES of
polythiophene calculated by four different methods.!6>
Only the HF method shows two local minima; these
were chosen as the A and Q structures. The geometry
was a linear reaction coordinate along the two
minima (A and Q) of the HF potential surface.
Parameter a is the % quinonoid character, which is
a linear reaction coordinate defined in eq 19. The
6-31G* basis set was used with PBCs. The results
are in many respects similar to the ones discussed
for PDA. On the basis of the analysis of band gaps
and bond alternation in this review, it seems highly
likely that the second minimum is either very shallow
or does not even exist. On the other hand, the single
minimum structure contains a significant percent of
quinonoid character for the BSLYP method (relative
to HF) that appears as most reliable among the four
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Table 5. Typical Q Form Conjugated Polymers with Their Band Gaps (in eV)

3473

theory experiment
entry structure
methodology E, ref E; ref
B3LYP/6-31G*, oligomer 1.29 165
B3LYP/6-31G*, band 1.44 929
Hiickel//MNDO, band 1.16 170
32 1.0 220h
S n VEH, Band//MNDO, oligomer 0.54 179b
PITN B3LYP/6-31G*, oligomer 047 216
DFT/plane wave, band 0.54 221b
N//S\\N B3LYP/6-31G*, band 2.18 99
52 ﬂ: HF/STO-3G, band 9.13 221a
S° ™ DFT/plane wave, band 0.83 221b
R R B3LYP/6-31G*, band 1.32 99
N;/ \<N B3LYP/6-31G*, oligomer 0.47 216
53 — 0.95 220i
ZINDO//B3LYP/6-31G*, oligomer 0.49 216
n
s EHT, band//PRDDO, oligomer 0.70 217¢c
54 B3LYP/6-31G*, band 1.10 99 1.2 220§
Hiickel//MNDO, band 1.50 210
55 EHT, band//PRDDO, oligomer 1.10 217¢ 1.5 220k
B3LYP/6-31G*, band 1.93 99

PNIT

methods studied here. The shift of the minimum
toward the other structure (toward Q in the case of
A and vice versa) is an indication of the important
role that electron correlation plays as discussed in
the Introduction and in section 2.

The presence or absence of the second minimum
has important implications. Let us discuss the gen-
eral case, as illustrated in Figure 17, for the polymer
P and its modified variant, P'. (The example could
be PTh, 29 and 30, and PITN, 31 and 32.) If both
local minima are maintained during the modification
from P to P', the discussion can refer to stabilizing
or destabilizing structures A or Q relative to one
another. However, if the local minima of the less
stable structures do not appear on the PES, it is still
useful to maintain the conceptual framework of the
four structures allowing qualitative discussions of the
perturbing effects that stabilize the previously higher
energy structure. The example of PTh (A) to PITN
(Q) illustrates such a situation, even though in many
calculations neither PTh(Q) nor PITN (A) appear as
local minima.

Aromatic rings in the monomer usually enlarge the
band gap of the corresponding polymers relative to

PA. On the other hand, some of the quinonoid
systems also have large band gaps. In the following
discussion, we put these seemingly contradictory
trends in the context of the PES as illustrated in
Figure 17. First, among aromatic polymers, the gap
increase comes from a competition between 7-electron
confinement within the rings and delocalization along
the chain.??2 Therefore, it is expected that for these
polymers the band gaps can be reduced by increasing
the quinonoid character of the polymer backbone.179-209
For PpP, PTh, and PPy, aromatic forms are more
stable at the ground state, but the corresponding
quinonoid structures have much smaller band gaps.
As discussed above, in many cases, a quinonoid
structure cannot be identified on the PES as a local
minimum. Nevertheless, the modification of the
structure toward the quinonoid structure in these
cases amounts to moving closer to the level crossing,
and therefore, it results in a reduction of the gap.
On the other hand, PITN?23 and other polymers have
a quinonoid ground state. (See also Table 5.) In an
isothianaphthene, ITN unit, a competition exists
between the aromaticity of a benzene ring and that
of a thiophene ring. Because the former has a larger
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resonance energy than the latter, an I'TN unit takes
the geometry of a combination of an aromatic benzene
ring and a quinonoid thiophene ring (Q form). The
more stable Q form of PITN has a relatively larger
band gap than the A form but a much smaller band
gap when compared to the parent polymer of PTh.
Various strategies toward band gap design that build
on these general considerations will be discussed in
the next section.

3.5. Controlling the Band Gap of Conjugated
Polymers through Change of Aromaticity

A number of publications have dealt with the
control of designing polymeric materials with desired
electronic properties, low band gaps, or band gaps
matching required values.'%??* We round out this
review by focusing on two types of small band gap
polymers that utilize the aromatic—quinonoid transi-
tion and hinge upon the essential connection between
bond distances and frontier electronic energy levels.
A different approach for designing conjugated poly-
mers with desired electronic structures is based on
alternating donor and acceptor units, which do not
fall within the purview of this work.2?

The concept of the A—Q transition has been in the
background of much of the efforts in designing low
band gap conjugated polymers. The most representa-
tive example is the reduction of the band gap from
PTh (A form, 2.1-2.2 eV) to PITN (Q form, 1.0 eV),
by incorporating quinonoid character into the sys-
tem.™ As mentioned in the previous section, neither
A nor Q character in a conjugated system in itself
insures a small band gap. The effect of A and Q
characters on the band gap may be mostly taken
through the BLA () change. Suppose two minima,
A and Q, exist along the BLA coordinate. In our
convention, 6(A) is negative and 6(Q) is positive
placing the aromatic structure to the left, as in
Figures 13 and 17 on the PES. It is the absolute value
of 0 in a real system that directly affects the band
gap, not the sign. Most conjugated polymers, like
PpP, Ppy, and PTh, occur in the aromatic geometry
in their undoped ground states, thus, increasing the
quinonoid character of the conjugated system at the
expense of its aromatic character, which will reduce
the band gap. For some conjugated polymers as listed
in Table 5, the more stable form is the Q form. To
reduce the band gap for these systems, the aromatic
character should be increased if gap reduction is the
goal. Increasing the quinonoid character actually
increases the band gap instead of decreasing it, as
can be seen in Table 6.

How does one achieve the modification of the
aromatic or quinonoid character of the polymer
backbone? Various strategies have been explored; we
mention two typical approaches. The first is to use
methinelike connections in the following manner.?26
This construction uses the chemical repeat unit of

~[R—C-H]—, (24)

where R may be a phenyl or thiophene unit. By
linking the R units by a CH unit that has an odd
number of 7-electrons, one can anticipate a half-filled
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Table 6. Band Gaps of Polythiophene and Its
Derivatives with Additional Fused Rings, Based on
the MNDO Geometry Optimization Followed by
Hiickel Theory Band Calculation®

entry 29
7\
t
systems s
aromatic 1.83 0.73 0.28 0.08
quinonoid 0.47 1.16 1.50 1.66

@ The values corresponding to the more stable valence
tautomeric forms are in bold.?1°

LuUco

Figure 18. Schematic orbital patterns of the frontier COs
of a methine-linked polythiophene polymer. One unit cell
composed of two chemical repeat units plus one atom from
each of the neighboring cells is shown; the orbitals cor-
respond to £ = 0.

band situation and a Peierls distortion leading to a
unit cell doubling:

—[R*~CH=R®=CH]—, (24)

An example of this idea is illustrated in Figure 18,
where the relevant HOCO and LUCO orbitals are
shown.??” The geometry of the two adjacent thiophene
(R) units displays A and Q characters in an alternat-
ing fashion, and the gap is reduced. It is tempting to
attribute the reduction of the gap relative to that of
thiophene to the presence of the quinonoid-like
thiophene units. However, an alternative interpreta-
tion that can be generalized is that the frontier
orbitals are very similar to those of PA (insert in
Figure 9). Deviations from the frontier orbitals of the
PA “backbone” (the mixing of the sulfur s-orbitals of
every second thiophene unit) explain the gap reduc-
tion relative to that of PA. One concludes that this
approach can reduce the gap substantially. However,
in all methine coupling examples, there will be a
nonzero gap due to the half-filled band nature of the
system (the methine unit provides an odd 7-electron
per chemical repeat unit), making it susceptible to
Peierls distortion, similar to the ladder type poly-
(arylenemethine)s, 43. Further studies extended this
connection to various heteroaromatic methine-linked
polymers.?24228 Recently, this idea was extended to
the poly(3,4-ethylenedioxythiophene) (PEDOT, 26)
repeat unit resulting in a large gap reduction to about
0.9—1.0 eV and displaying an alternation of quinon-
oid and aromatic structures.??® Note that PEDOT is
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Table 7. Band Gaps (in eV) of Some Experimentally Available A—Q Copolymers

theory experiment
entry structure
methodology E, ref E, ref
LHS, band 129 232
57 SN N> 17:01  231a
\ /" 8" N/ B3LYP6-31G*, band 132 9
N/ \N
58 s NS} B3LYP/6-31G* band 121 99 10 231d
\ /87 N\ |
59 o 1 s LHS, band 088 232 065 23le
\ / s \ [
N
N N
= B3LYP/6-31G*, band 059 99
60 1 . VG 090  231g
/ \ HF/STO-3G, band 597  2la
N
N N
7\ /\
61 N+ 8" BILYPI6-31G¥, band 098 99 <05  231h
N_ _N
S
N
N N
N/ \N
62 S I s EHT, band//PM3,oligomer 0.47 219 <0.5 231i
\ /s O\ /"
(e} [e]
I\ s
s N\ /7
63 B3LYP/6-31G*, band 102 99 1.0 231
07N 0
R
R R
N/ \N
64 /S\ \S/ - B3LYP/6-31G*, band 079 99 036 231k
0 (o]
_/
N
N N
N/ \N
65 N 7 N EHT, band//PM3,oligomer 0.33 219 0 2311
\ / s \

another low gap fused ring polythiophene derivative,
which was first developed by scientists at the Bayer
AG research laboratories in Germany, and has de-
veloped into one of the most successfully conjugated
polymers in practical application.?3?

The second approach is copolymerization of A and
Q units. The idea is that the chemically different
units have an intrinsically aromatic character (e.g.,
thiophene, Th), while the others display an intrinsi-
cally quinonoid character (e.g., isothianaphthene,
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ITN). In the copolymer, then, the connecting bonds
will be “pushed” away from their stable “intrinsic”
structures, toward a level crossing leading to a
reduced gap. This motif can be varied, leading to
poly(—=Th —ITN—) or poly(—Th —ITN —Th—). More
generally, these copolymers can be described as poly-
(A,Q;n). (The order within the unit cell matters and
various ordered and disordered polymers can be
envisioned.) Poly(AQ) has the disadvantage of being
possibly disordered, leading to narrow bands even if
the gap might be small. Note that A and Q in this
case represent different chemical entities. The strat-
egy leads to gap reduction relative to the gaps of the
respective polymer with the repeat unit of A [poly-
(A)] and poly(Q) homopolymers.

In such an A—Q copolymer, the overall BLA 6 of
the whole polymer, if it can be defined, is the average
of the alternation of the subunits 6(A) and 6(Q),
which may be different in absolute values but op-
posite in sign. [Note that 6(A) and 6(Q) are not the
same as the corresponding values in poly(A) and poly-
(Q).] Therefore, the absolute value of 6 is smaller
than both 6(A) and 6(Q) as the result of the mixing,
leading to an effectively reduced bond alternation and
band gap. Copolymers using any A unit similar to
those listed in Table 4 and any Q unit similar to those
in Table 5 and a large number of derivatives and
combinations may be pursued. Some experimental
results?®! are listed in Table 7 for reference, together
with a few theoretical predictions.165219,2212,232 Tnty-
itively, the lowest band gap copolymers are obtained
when the strength of the aromatic character of an A
unit and that of the quinonoid character of a Q unit
are about the same; in other words, 6(A) and 6(Q)
due to their opposite signs can practically cancel.
Heteroatom effects, fused rings, and other factors
such as nonplanarity still contribute toward increas-
ing the gap. Nevertheless, intrinsic conducting poly-
mers with close to zero band gaps and with signifi-
cant bandwidths, allowing high conductivity, may be
achievable.

Comparing the results in Table 7 with Tables 4 and
5, it is apparent that band gaps are lowered signifi-
cantly for most A—Q copolymers relative to the poly-
(A) and poly(Q) homopolymers. Some of these copoly-
mers do not show a significant gap reduction experi-
mentally probably due to a combination of finite size
effects, nonplanarity, and impurities. The design of
single strand conjugated polymers with an intrinsic
band gap of 0.1-0.2 eV remains a compelling chal-
lenge. 14233234

4. Summary and Outlook

We have reviewed the effect of system size on
aromaticity via the geometric bond alternation pa-
rameter, 0, and the energy gap associated with this
distortion from uniform bond distances. The distor-
tive nature of the z-electron JT effect drives the bond
alternation for both open shell and closed shell
systems. Although it is still not clear when it hap-
pens, as the system size increases, a structural
transition from a delocalized to a localized valence
tautomeric form occurs in the series of [4n + 2]-
annulenes, which are considered Hiickel aromatic
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molecules. This transition demonstrates the distor-
tive nature of s-electrons in conjugated system and
bridges the practical and conceptual gap between the
finite and extended systems. The expansion from one
to two dimensions, however, shows a diminishing
distortive tendency of the bond distances and a
reduction of the associated band gap eventually
leading to very small band gaps in “metallic” single
wall carbon nanotubes and the well-known zero band
gap for graphene. On the other hand, bond alterna-
tion plays apparently a smaller role in s-indacene,
which is a 4n annulene with two transannular bonds.

Numerous calculations for linear chain aromatic
and conjugated polymers are reviewed with particu-
lar emphasis on the role of nonlocal exchange, which
enhances both bond alternation and band gap. Oli-
gomer methods for polymer calculations are re-
viewed, and the reasons for slow convergency for
some systems with two valence tautomeric forms are
analyzed.

The geometries and electronic structures of het-
eroconjugated polymers with two valence tautomeric
ground states are reviewed. These include PDAs
(acetylenic vs butatrienic forms) and polythiophene-
based polymers (aromatic vs quinonoid forms) and
their analogues. The role of bond alternation and its
effect on properties is emphasized. Ladder polymers
based on PDA are discussed.

Design principles for small band gap conjugated
polymers are reviewed. The role of bond alternation
with respect to structure and gap is emphasized.
Aspects of band gap engineering and the critical
evaluation of widely used computational methods for
polymer properties are also discussed. It is pointed
out that intrinsic conducting polymers with close to
zero band gaps and with significant bandwidths may
be achievable.

5. Notations and Abbreviations
A, Exact exchange factor in hybrid DFT

a Linear reaction coordinate in AQ transition

ACPAL Acetylene coupled polyacetylenic ladder

ACPDAL Acetylene coupled polydiacetylenic ladder

AM1 Austin model 1

AQ Aromatic to quinonoid [transition]

ASE Aromatic stabilization energy

B1 Becke’s one parameter hybrid density func-
tional

BLYP Becke exchange with Lee, Yang, Parr cor-
relation functional

B3LYP Becke’s three parameter hybrid density
functional, with Lee—Yang—Parr nonlo-
cal correlation functional

B3PW91 Becke’s three parameter hybrid density
functional, with Perdew—Wang 91 non-
local correlation functional

B3P86 Becke’s three parameter hybrid density
functional, with Perdew 86 nonlocal cor-
relation functional

BHandH Becke’s half and half functional, with Slat-

er local exchange, and Lee—Yang—Parr

nonlocal correlation functional
BHandHLYP Becke’s half and half functional, with Becke

88 nonlocal exchange, and Lee—Yang—

Parr nonlocal correlation functional
BLA Bond length alternation
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BZ
CASPT2

CASSCF
CCSD
CCSD(T)

CI
CNDO/S

Cco

P

1D, 2D, 3D
DACPDAL
DBMP

DFT
DOS
E,

E;

E(k)
EHT
GGA

HF
HOMAS

HOO

HOSE
JT
KMLYP
LDA
LDA-BP

LHS
LMTO
LUO

MBPT
MCSCF
MNDO
MNDOC

MO
MP2

N

Ner

PA
PBC
PDA
PES
PEDOT
PITN
Poly(A)
PLPpP
PM3

PpP
PPP
PPy
PTh
pru

qAQ

SWCN
TDDFT
TTBP

Brillouin zone

Complete active space, second-order per-
turbation theory

Complete active space self-consistent field

Coupled-cluster, singles and doubles

Coupled-cluster, singles and doubles with
approximate triples

Configuration interaction

Complete neglect of differential overlap/
spectroscopic parametrization

Crystal orbital

Bond length alternation

One-, two-, and three-dimensional

Diacetylene coupled polydiacetylenic ladder

1,3-Di-tert-butyl-4,5-dimethyl-carboxypen-
talene

Density functional theory

Density of states

Energy band gap

i-th orbital energy

i-th energy band

Extended Hiickel theory

Generalized gradient-corrected approxima-
tion

Hartree—Fock

Harmonic oscillator model of aromatic sta-
bility

Highest occupied (molecular or crystal)
orbital

Harmonic oscillator stabilization energy

Jahn—Teller

Kang—Musgrave hybrid density functional

Local density approximation

Density functional with Becke 88 nonlocal
exchange and Perdew 86 nonlocal cor-
relation functional

Longuet—Higgins and Salem

Linearized muffin-tin orbital

Lowest unoccupied (molecular or crystal)
orbital

Many body perturbation theory

Multiconfiguration self-consistent field

Modified neglect of diatomic overlap

Electron correlated modified neglect of
diatomic overlap

Molecular orbital

Mgller—Plesset second-order perturbation
theory

number of w-electrons

Critical n value for [4n + 2]annulenes

Polyacetylene

Periodic boundary condition

Polydiacetylene

Potential energy surface

Poly(3,4-ethylenedioxythiophene)

Polyisothianaphthene

Polymer with the repeat unit of A

Planarized poly(para-phenylene)

Modified neglect of diatomic overlap-pa-
rametrization method 3

Poly(para-phenylene)

Pariser—Parr—Pople

Poly(pyrrole)

Poly(thiophene)

Per repeat unit

Reaction coordinate

Reaction coordinate connecting the aro-
matic—quinonoid structures

Single wall carbon nanotube

Time-dependent density functional theory

1,3,5-Tri-tert-butylpentalene
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TZP Triple-C polarized basis sets

UHF Unrestricted Hartree—Fock

ZDO Zero differential overlap

ZINDO Zerner’s version of the intermediate neglect

of differential overlap
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